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English summary

Single photon emission computed tomography (SPECT) is a medical imag-
ing modality that visualizes the 3D distribution of a radio-active labeled
compound (the tracer) in the body. The composition of the tracer is cho-
sen such that it takes part in a certain physiological process (e.g. 99mTc-
MAA tracer for blood perfusion, 99mTc-MDP tracer for osteogenesis). The
SPECT camera detects a fraction of the gamma radiation that is emitted by
the tracer and uses the acquired data to generate projection images. These
projection images are then used by the image reconstruction algorithm to
derive a 3D image of the tracer distribution.

By imaging the tracer, SPECT provides images of functional processes
in the body. Functional imaging leads for example to an early detection
of certain diseases because disease symptoms can be visualized before an
anatomical change has taken place.

The main components of the SPECT camera are the collimator and the
detector. The collimator is a slab of a dense material (mostly lead or tung-
sten) with one or more holes in it. An ideal collimator only allows gamma
photons to reach the detector if their path passes through a collimator hole;
photons whose path intersects with collimator material are absorbed. The
detector outputs a detection coordinate for each detected gamma photon.
The combination of detection coordinate and knowledge of the collima-
tor’s hole positions allows us to estimate the path of the detected gamma
photons.

Several types of collimators and detectors exist. The most used ones are
the parallel hole collimator (frequently used for the imaging of humans) and
the multi-pinhole collimator (often used for the imaging of mice and rats).
These collimators are typically used in combination with a NaI(Tl)/PMT-
based scintillation detector. An overview of different collimators and detec-
tors and an introduction to iterative image reconstruction are given in the
second chapter of this dissertation.
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Multi-pinhole collimators are frequently used for small-animal SPECT sys-
tems. Such a collimator provides a high sensitivity and a high resolution
close to the pinhole. In most cases, the pinhole collimator employs mag-
nification to overcome a mediocre detector resolution. The drawback of
magnification is that it results in large systems that often require a ded-
icated laboratory room. In this dissertation we present SPECT detector
and SPECT collimator technology that enables us to use small magnifica-
tion or even minification and, as such, enables us to build compact high-
performance small-animal SPECT systems.

In a first step, we have developed a high-resolution scintillation detector.
This is presented in chapter 3. The detector uses, similar to typical clinical
cameras, a monolithic NaI(Tl) scintillator. A position sensitive photomulti-
plier tube (PSPMT) is used to measure the light spread that is generated
when a gamma photon interacts in the scintillator. Dedicated electronics
have been developed that digitize all PSPMT channels and transmit all the
data to a computer. A GPU accelerated maximum likelihood (MLE) event
positioning algorithm is then used to estimate the position of interaction in
the scintillator. Mainly due to the PSPMT and the MLE algorithm, this
detector has a spatial resolution that is more than twice as good as the
resolution of a typical clinical detector.

In chapter 4 we introduce a new pinhole geometry called the lofthole. The
lofthole has, similar to the pinhole, a circular aperture but employs a shaped
entrance and/or exit opening. The shapes of the entrance and exit opening
are reflected in the shape of the irradiated detector area. A multi-lofthole
collimator allows to use the detector area more efficiently than a multi-
pinhole collimator. One can for instance use a square entrance and exit
opening, such a lofthole has a square irradiation area on the detector, the
tiling of a multi-lofthole collimator’s square projections results in a larger fill
fraction than the tiling of a multi-pinhole collimator’s circular projections.

In chapter 4 we present sensitivity formulas for pinholes and loftholes
that take the penumbra and umbra regions of the collimator into account.
Measurements on a prototype lofthole that has a square exit opening have
been done. These measurements indicate that the irradiated detector area
takes the same square shape as the exit opening, and, that a lofthole has less
penetrating photons than a pinhole that irradiates the same square detector
area.

A single lofthole collimator has been used in conjunction with our NaI(Tl)
detector (chapter 3) to build a simple compact pre-clinical SPECT system
(chapter 5). Maximum-likelihood expectation-maximization (MLEM) was
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employed to reconstruct the images. The resolution and sensitivity of this
demonstrator system are low compared to the state-of-the-art pre-clinical
SPECT scanners, this is mainly due to the fact that the collimator consists
of only one lofthole. To improve on this, a two-stage approach was used.
In a first stage, the detector resolution was further improved; in a second
stage, a new multi-lofthole collimator was developed.

In chapter 6, we try to improve our first detector’s spatial resolution
by using a different scintillator, the relatively thick NaI(Tl) scintillator is
exchanged for a thinner LYSO scintillator. LYSO is denser than NaI(Tl)
and a 2 mm thick LYSO scintillator has approximately the same detection
efficiency as a 5 mm thick NaI(Tl) scintillator. The LYSO detector was
evaluated and compared with the NaI(Tl) detector. Measurements prove
that the LYSO detector has a better spatial resolution than the NaI(Tl)
detector. This is however achieved at the expense of energy resolution.

A new multi-lofthole collimator was designed especially for the LYSO-
based detector by Van Holen et al. [1]. This collimator has a complex
geometry and it would have been very expensive or even impossible to pro-
duce the collimator using traditional machining techniques. We have used
a new 3D-printing related technique called additive manufacturing to pro-
duce the collimator in pure tungsten (chapter 7). Collimator measurements
illustrate that the density is close to solid tungsten and that the production
accuracy is sufficient for the production of our multi-lofthole collimator. The
major advantage of this new technique is the possibility for novel collimator
geometries that could not be produced with the conventional machining
techniques.

An additional compact SPECT system was built, it employs the LYSO de-
tector in combination with the multi-lofthole collimator. The system setup,
calibration and image reconstruction are presented in chapter 8. Simula-
tions of this setup indicate that it should be possible to reconstruct (without
artifacts) projection data that is acquired for five angles. According to our
measurements of a Derenzo and a uniform phantom, more angles and bed
positions are needed. This is probably due to inaccuracies in the system
matrix. We are able to reconstruct the phantoms with few artifacts using
50 angles and 10 bed positions.

This research was performed in the MEDical Image and SIgnal Processing
research group (MEDISIP). MEDISIP is a research group of the ELIS depart-
ment of the faculty of engineering of the Ghent University. The work that
is presented in this dissertation has resulted in 2 patent applications [2, 3],
5 A1 journal publications as first author [4–8], 3 A1 journal publications as
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co-author [1, 9, 10] and 15 conference contributions [11–25].
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Single Photon Emission Computed Tomography (SPECT) is een medische
beeldvormingstechniek die de 3D-distributie van een radioactief gemerkte
stof (de speurstof) in het lichaam in beeld brengt. De samenstelling van de
speurstof is zodanig dat deze deelneemt aan een bepaald fysiologisch pro-
ces (bvb. 99mTc-MAA speurstof voor bloed perfusie, 99mTc-MDP speurstof
voor osteogenese). De SPECT-camera detecteert een deel van de gamma-
straling die uitgezonden wordt door de speurstof en gebruikt deze data om
projectiebeelden te genereren. Deze projectiebeelden worden gebruikt door
het beeldreconstructiealgoritme om een 3D-beeld van de speurstofverdeling
in het lichaam te berekenen.

Door gebruik te maken van een speurstof maakt een SPECT-scanner beel-
den van functionele processen in het lichaam. Functionele beeldvorming
leidt tot een vroege detectie van bepaalde ziektes doordat de beeldvorming
van symptomen kan gebeuren voordat er anatomische veranderingen waar-
neembaar zijn.

De belangrijkste componenten van een SPECT-camera zijn de collimator
en de detector. De collimator is een plaat van een materiaal met hoge
dichtheid (meestal wordt lood of wolfraam gebruikt) met één of meerdere
gaten erin. Een ideale collimator laat enkel toe dat een gammafoton de
detector bereikt indien zijn pad door een collimatorgat gaat. Indien het
pad van het gammafoton collimatormateriaal kruist dan wordt het foton
geabsorbeerd in de collimator. De detector geeft een interactiecoördinaat
voor elke detectie. De combinatie van interactiecoördinaat en kennis van
de positie van de collimatorgaten laat toe om het pad van de gedetecteerde
fotonen te schatten.

Er bestaan verschillende types van collimatoren en detectoren. De meest
gebruikte zijn de parallellegatencollimator (de standaard collimator voor
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humane beeldvorming) en de multipinholecollimator (vaak toegepast voor
beeldvorming van kleine proefdieren zoals muizen en ratten); deze colli-
matoren worden meestal gebruikt in combinatie met een NaI(Tl)/PMT-
gebaseerde scintillatiedetector. Een overzicht van de verschillende collima-
toren en detectoren en een inleiding tot iteratieve beeldreconstructie worden
gegeven in het tweede hoofstuk van dit proefschrift.

Multipinholecollimatoren worden vaak ingezet voor SPECT-beeldvorming
van kleine proefdieren zoals muizen en ratten. De reden hiervoor is dat een
dergelijke collimator een hoge sensitiviteit en een hoge resolutie heeft dicht
bij de pinhole. Deze collimator wordt doorgaans gebruikt met magnificatie,
dit laat toe om een hoge systeemresolutie te behalen ondanks het gebruik
van lageresolutiedetectoren. Het nadeel van magnificatie is dat het leidt tot
grote systemen die vaak een eigen lokaal vereisen. In dit proefschrift stellen
we SPECT-detector- en SPECT-collimatortechnologie voor die ons toelaat
om beperkte magnificatie of zelfs minificatie te gebruiken en op deze manier
compacte hoog-performante SPECT-systemen voor kleine proefdieren te
bouwen.

Als eerste hebben we een hogeresolutiescintillatiedetector ontwikkeld
(hoofdstuk 3). Deze detector gebruikt, net als de traditionele klinische
detectoren, een monolithische NaI(Tl)-scintillator. Een Position Sensitive
Photomultiplier Tube (PSPMT) wordt gebruikt om de lichtspreiding op te
meten die gegenereerd wordt wanneer een gammafoton een interactie on-
dergaat met de scintillator. Er werd uitleeselektronica ontwikkeld die alle
PSPMT-kanalen digitaliseert en deze data naar een computer doorstuurt.
Een maximaal waarschijnlijkheidsalgoritme wordt dan gebruikt om de inter-
actiepositie in de scintillator te schatten. Voornamelijk door het gebruik van
een PSPMT en het maximale waarschijnlijkheid algoritme, heeft deze de-
tector een spatiale resolutie die meer dan tweemaal hoger is dan de resolutie
van een typische klinische detector.

In hoofdstuk 4 introduceren we de lofthole, een nieuwe pinholegeometrie.
De lofthole heeft, net zoals de pinhole, een ronde opening maar gebruikt
een niet-circulaire ingangs- en/of uitgangsopening. De vorm van deze in-
gangsopening en uitgangsopening wordt gereflecteerd in de vorm van de
bestraalde detectoroppervlakte. Een multiloftholecollimator maakt efficiën-
ter gebruik van de detectoroppervlakte. Men kan bijvoorbeeld een vierkante
uitgangsopening gebruiken, dit resulteert dan in een vierkant bestraald de-
tectoroppervlak. De optimale plaatsing van de verschillende vierkante pro-
jecties van een multiloftholecollimator resulteert in een groter bestraald de-
tectoroppervlak in vergelijking met het plaatsen van de cirkelvormige pro-
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jecties van een multipinholecollimator. In hoofdstuk 4 stellen we pinhole
en lofthole sensitiviteitsformules voor die de penumbra en umbra zones in
rekening brengen. Metingen op een prototype loftholecollimator met een
vierkante uitgangsopening tonen dat het bestraald detectoroppervlak ook
vierkant is en dat een lofthole minder penetrerende gammafotonen heeft
dan een pinhole die dezelfde vierkante detectoroppervlakte bestraald.

Een loftholecollimator werd gebouwd en is gebruikt in combinatie met de
NaI(Tl)-detector om een eenvoudig compact pre-klinisch SPECT-systeem
te bouwen (hoofdstuk 5). Het iteratieve MLEM-algoritme is gebruikt voor
beeldreconstructie. De resolutie en de sensitiviteit van dit systeem zijn ma-
tig in vergelijking met de performantie van recente pre-klinische SPECT-
scanners, de voornaamste reden hiervoor is dat de gebruikte collimator
slechts 1 lofthole bevat. Om dit te verbeteren kiezen we voor een twee-
ledige aanpak. In een eerste stap verbeteren we de detectorresolutie, in een
tweede stap ontwikkelen we een nieuwe multiloftholecollimator.

Onze tweede detector (hoofdstuk 6) gebruikt dezelfde PSPMT en uitlees-
elektronica. De relatief dikke NaI(Tl)-scintillator is vervangen door een dun-
nere LYSO-scintillator. LYSO heeft een hogere dichtheid dan NaI(Tl) en een
2 mm dikke LYSO-scintillator heeft ongeveer dezelfde detectie-efficiëntie als
een 5 mm dikke NaI(Tl)-scintillator. De performantie van de LYSO-detector
is opgemeten en werd vergeleken met de NaI(Tl)-detector. De metingen to-
nen aan dat de LYSO-detector een beduidend betere spatiale resolutie heeft,
dit gaat echter gepaard met een slechtere energieresolutie.

Van Holen et al. [1] hebben een nieuwe multiloftholecollimator ontworpen
die specifiek voor de LYSO-detector is ontwikkeld. Deze collimator heeft een
complexe geometrie en het zou zeer duur of zelfs onmogelijk zijn om deze
te produceren met de traditionele metaalbewerkingstechnieken. Wij hebben
additive manufacturing, een techniek die gerelateerd is aan het 3D-printen,
gebruikt om de collimator in puur wolfraam te vervaardigen (hoofdstuk 7).
Metingen tonen aan dat de dichtheid van het geprinte wolfraam ongeveer
gelijk is aan de dichtheid van massief wolfraam en dat de productienauw-
keurigheid voldoende is voor de productie van onze multiloftholecollimator.
Het belangrijkste voordeel van deze nieuwe techniek is de mogelijkheid om
nieuwe collimatorgeometrieën te produceren die niet kunnen gemaakt wor-
den met de traditionele bewerkingstechnieken.

Door de LYSO-detector te combineren met de 3D-geprinte multiloftho-
lecollimator hebben we een tweede SPECT-systeem gebouwd (hoofdstuk
8). Simulaties van dit systeem tonen aan dat het mogelijk zou moeten zijn
om artefactvrije beelden te reconstrueren gebaseerd op projectiedata van
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slechts 5 acquisitiehoeken en 1 axiale bedpositie. Onze metingen van een
resolutiefantoom en een uniformiteitsfantoom tonen aan dat meer hoeken
en axiale bedposities nodig zijn. Dit is waarschijnlijk te wijten aan afwijkin-
gen in de systeemmatrix die gebruikt wordt voor beeldreconstructie. We zijn
in staat om de fantomen met weinig artefacten te reconstrueren wanneer
projectiedata opgenomen zijn voor 50 hoeken en 10 axiale bedposities.

Dit onderzoek is uitgevoerd in de MEDical Image and SIgnal Proces-
sing onderzoeksgroep (MEDISIP). MEDISIP is een onderzoeksgroep van
de ELIS afdeling van de faculteit van de ingenieurswetenschappen en ar-
chitectuur aan de Universiteit Gent. Het werk dat voorgesteld wordt in dit
proefschrift heeft geresulteerd in 2 patentaanvragen [2, 3], 5 A1 publica-
ties als eerste auteur [4–8], 3 A1 publicaties als co-auteur [1, 9, 10] en 15
conferentiebijdrages [11–25].



Chapter 1

Introduction

1.1 Medical imaging

Medical imaging techniques are used to create images of the inside of the
human body for diagnostic, interventional, therapeutic or research purposes.
Diagnostic images can be essential to accurately identify a disease or dis-
order. Interventional imaging is employed when a medical doctor inserts
instruments (e.g. a catheter with a stent) in the body of a patient. Thera-
peutic imaging is performed to define a treatment plan (e.g. a radiotherapy
plan for a patient having cancer). Besides this, medical imaging is also
frequently used for research purposes. This is done, for example, to ob-
tain more knowledge on the functioning of the brain or to obtain a better
understanding on the functioning of a drug.

Several medical imaging modalities exist and are frequently used in medi-
cal practice. The best known modalities are X-ray radiography, X-ray com-
puted tomography (CT), magnetic resonance imaging (MRI), ultrasound
(US), positron emission tomography (PET) and single photon emission
computed tomography (SPECT). These modalities can be subdivided in two
imaging classes: structural (or anatomical) imaging and functional imaging.

Structural imaging visualizes the anatomy of the patient. Examples of this
are the imaging of the wrist using radiography (Fig. 1.1(a)), structural brain
imaging using an MR scanner (Fig. 1.1(b)) and a sonograph of a fetus in
the mother’s womb using ultrasound (Fig. 1.1(c)). CT, MR and ultrasound
are mostly used for structural imaging, and have limited functional imaging
potential.

SPECT and PET are imaging modalities that are used to perform func-
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Figure 1.1: (a) A radiograph of the wrist, (b) an MRI image of the brain and (c)
an ultrasound image of a fetus

tional and molecular imaging, these modalities derive the 3D distribution
of a radio-active compound (the tracer) in the body. As the name sug-
gests, functional imaging is used to image functional processes in the body.
An example of functional imaging is a pulmonary perfusion scan using a
99mTc-MAA tracer; this scan images the blood supply through the lungs.
Molecular imaging is functional imaging at the molecular and cellular level,
it visualizes a molecular process in a human or animal body. An example
is a bone scan using the 99mTc-MDP tracer, which allows imaging of ar-
eas of abnormal osteogenesis. Molecular and functional imaging lead to an
early detection of certain diseases because visualization can be done be-
fore an anatomical change has taken place in the body. An example of a
brain SPECT study is shown in Fig. 1.2, this example shows the cerebral
perfusion.

Figure 1.2: A brain SPECT study showing the cerebral blood perfusion.

More recently, multi-modality systems became commercially available.
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The combination of SPECT/CT, PET/CT, PET/MR and SPECT/MR (the
latter is only available in a research setting) provides fused images that show
both functional (PET or SPECT) and structural (CT or MR) images. An
additional advantage is that the anatomical information of the CT image or
MR image can be used to derive the attenuation coefficient, which is used
to correct for the attenuation of gamma-rays in the body [26, 27] in PET
and SPECT.

Imaging of humans is known as clinical imaging. Besides this, small
animals are often imaged for research purposes; this is known as preclinical
imaging. Mostly small animals (mice and rats) are used for this purpose.
Preclinical imaging is for example used for drug development, oncology
research and neuroscience studies. Special high-resolution imaging systems
have been developed for this purpose because of the small organs and body
size associated with these animals (Fig. 1.3). Preclinical in-vivo and non-
invasive imaging is important because it allows to study the change over time
within the same individual (i.e. longitudinal imaging). Before the availability
of these in-vivo imaging instruments, one had to sacrifice animals at different
time points and study each sacrificed animal using an in-vitro technique
(such as histology). To have sufficient statistical power, multiple animals
were sacrificed at one point in time. New developments (e.g. PET/MR
and SPECT/MR) often become available first for pre-clinical use because
the size, the cost and the technical difficulties associated to the pre-clinical
systems is lower than for the clinical systems.

Figure 1.3: (a) The MILabs U-SPECT-II/CT is a SPECT/CT system for mice
and rats. (b) The Bruker Pharmascan is an MR scanner for small animals.
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1.2 Single photon emission computed tomography

This dissertation focuses on preclinical single photon emission computed
tomography (SPECT) imaging. A SPECT scanner images the 3-D distri-
bution of a radioactive tracer in the body, in-vivo. A tracer is a chemical
compound in which one or more atoms have been replaced by a radioiso-
tope; in most cases, it is administered intravenously to the patient. A small
fraction of the gamma photons, emitted by the tracer, is detected by the
SPECT instrument.

The two main hardware components of a SPECT scanner are the gamma-
ray detector and the collimator.

The gamma-ray detector detects gamma-rays and derives the spatial co-
ordinates and the energy of the detected events. Traditional clinical SPECT
systems use a NaI(Tl) scintillation detector, detectors with an intrinsic res-
olution of typically 3 mm.

The collimator is made of a dense material to efficiently stop the high
energy gamma photons. Lead and tungsten are frequently used, gold and
platinum have been used in some prototypes. The collimator can be de-
scribed as a solid plate with one or more holes. Gamma-ray photons can
only reach the detector by passing through a collimator hole. The purpose
of the collimator is to mechanically limit the direction of incidence of the
photons to the detector. When a photon is detected on the detector, one
can derive information on its origin, which is approximately positioned along
a line that connects the point of detection on the detector and the center
of the collimator hole. Most clinical SPECT exams are performed using a
parallel hole collimator, an array of long and narrow parallel holes in a slab
of lead. Due to this, only gamma-ray photons that have a perpendicular
incidence can reach the detector. SPECT systems have a relatively low
sensitivity due to this collimator since the majority of the gamma-ray pho-
tons are not directed towards the gamma camera or, are absorbed in the
collimator material and are thus not able to reach the detector.

The collimator is typically mounted on the detector, such an assembly
is called a gamma camera. In most cases, multiple planar acquisitions (or
projections) are made by rotating the gamma camera around the patient.
Image reconstruction derives the three dimensional tracer distribution in the
patient from these projections.

The spatial resolution of a SPECT system depends on the geometrical
parameters of the collimator and on the spatial resolution of the detec-
tor. Typically, high spatial resolution systems have a low sensitivity and
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low spatial resolution systems have a high sensitivity, this is the so-called
resolution-sensitivity trade-off. Most clinical SPECT scanners use low en-
ergy high resolution (LEHR) parallel hole collimators. In these scanners the
system resolution is mainly determined by the collimator so the detector’s
intrinsic spatial resolution has a minor contribution to the system resolu-
tion. The relation between intrinsic detector resolution and total system
resolution is more complex when multi-pinhole collimators are used. In the
latter case, a high-resolution detector can lead to a significant improvement
in system resolution and system sensitivity [23, 28, 29].

In this dissertation we introduce new collimator and detector technology
and use this new technology to build two compact demonstrator preclinical
SPECT systems.

1.3 Outline

Chapter 2 provides an introduction to the SPECT imaging technique. First,
the different possible interactions of gamma photons with matter, which are
relevant for SPECT are discussed. Hereafter an overview of the different
collimators is given: parallel hole, pinhole, conebeam and fanbeam collima-
tors are briefly described. The next section focuses on SPECT detectors,
these can be subdivided in two classes: scintillator based detectors and semi-
conductor based detectors. Due to their cost-effectiveness, the scintillator
based detectors are the most frequently used.

A scintillation detector is an indirect conversion detector: a gamma pho-
ton is converted in a multitude of light photons. By measuring these light
photons with an array of photodetectors, one can estimate the energy of
the detected gamma photon and the position of interaction. Semiconductor
detectors are direct conversion detectors, here the gamma photon is con-
verted in a multitude of electron-hole pairs. These electrons and holes are
attracted by an electric field and as such induce a current. By measuring
the current, one can estimate the energy and the position of the detected
gamma photon. The final section of the introduction chapter handles on
image reconstruction; the foundations of iterative image reconstruction are
presented here.

A compact high-resolution NaI(Tl) detector has been designed and char-
acterized; measurements on this detector are presented in chapter 3. An
overview of the components (read-out electronics, PSPMT and scintillator)
is given and measurements of spatial and energy resolution are presented.
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Chapter 4 introduces the lofthole, a new collimator geometry. The loft-
hole makes optimal use of the detector area by dividing the detector in
rectangular areas. An additional advantage of the lofthole is that penetra-
tion of a rectangular lofthole is lower than an equivalent knife-edge pinhole
that irradiates the same rectangular detector area with full coverage.

The NaI(Tl) detector and the lofthole collimator are then used to build
a compact demonstrator SPECT system. Acquisitions of a hot rod and
uniform phantom have been done. The design of the system and results
obtained with this system are presented in chapter 5.

In order to further improve this first SPECT system, the detector is up-
dated to obtain a higher spatial resolution. This is accomplished by replacing
the 5 mm thick NaI(Tl) scintillator with a 2 mm thick LYSO scintillator.
LYSO is a dense material and the 2 mm thick LYSO scintillator has a detec-
tion efficiency that is comparable to the detection efficiency of 5 mm thick
NaI(Tl). The light spread of the thin LYSO scintillator is smaller than the
light spread of the thicker NaI(Tl) scintillator and results in an improved
spatial resolution. The disadvantage of LYSO is its poor energy resolu-
tion. Chapter 6 described the materials and methods used and presents a
performance comparison of the LYSO and NaI(Tl) based detectors.

A very good collimator material is tungsten, it has a very high density and
a high stopping power for gamma ray photons. The drawback of tungsten is
that it is a very hard and brittle material. Due to this, it is very challenging
to manufacture collimators that have a complex geometry. In chapter 7,
we introduce additive manufacturing (a 3D-printing technique) as a new
method for tungsten collimator production. The major advantage of this
method is the possibility to produce collimator geometries that can not be
produced with the conventional techniques. We used this new technique
to produce a multi-lofthole collimator that was optimized for the LYSO
detector.

The multi-lofthole collimator is mounted on the LYSO detector and the
resulting gamma camera is used for SPECT imaging. A Derenzo and a
uniform phantom were measured using several different scan protocols. The
system calibration and the reconstructed images are presented in chapter 8.

The final chapter contains a general conclusion of this dissertation.



Chapter 2

Single photon emission
computed tomography

2.1 Introduction

A SPECT scanner images the distribution of a radio-active labeled com-
pound (the tracer) in the body. SPECT uses gamma-ray emitting tracers.
The energy of the emitted gamma-rays is dependent on the radioisotope
used to label the tracer (an overview of the different radioisotopes used for
SPECT imaging is given in section 2.2). A frequently used SPECT tracer is
for example 99mTc labeled methylene diphosphonate (MDP) which is used
to image bone metastases; the energy of the gamma photons emitted by
99mTc is 140 keV.

The tracer is usually injected into the bloodstream of the patient and dis-
tributes over the different body parts. After a while a the tracer distribution
stabilizes and this is typically the time point when the patient undergoes
the scan.

A typical clinical SPECT system is depicted in Fig. 2.1. The patient is
positioned on the bed; three gamma cameras are attached to a gantry and
rotate around the patient. Projections are acquired for 120 angles, meaning
that the gantry rotates to 40 different angles because this is a triple-head
system (see Fig. 2.2). The gamma cameras can be positioned at different
radial positions. In most cases, the gamma camera is positioned radially
as close as possible to the patient to obtain the optimal sensitivity and
resolution.

Each gamma camera consists of a detector (see Fig. 2.3) and a parallel



8 Single photon emission computed tomography

Figure 2.1: An Inter Medical Prism 3000 SPECT scanner. The three gamma
cameras rotate around the patient and projections are obtained at a multitude of
angles.

hole collimator; this collimator ideally only allows perpendicular incident
gamma photons to reach the detector (path 1 in Fig. 2.3). Photons with
another angle of incidence are absorbed in the collimator material (path
2 in Fig. 2.3) or are not directed towards the gamma camera (path 3 in
Fig. 2.3). Section 2.4 provides a detailed overview of the different types of
collimators.

Fig. 2.3 also depicts the inside of a NaI(Tl) scintillation detector. Light
photons are emitted isotropically at the interaction position when a gamma
photon interacts in the scintillator. This light is measured by an array of
photomultiplier tubes (PMTs): very sensitive light sensors that generate a

Figure 2.2: A schematic view of the system depicted in Fig. 2.1 for a gantry
angle of 0◦ (a), 10◦ (b) and 20◦ (c). The gantry rotates from 0 to 120◦ for this
triple-head SPECT system.
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Figure 2.3: A gamma camera consists of a parallel hole collimator, a NaI(Tl)
scintillator, a lightguide, PMTs and readout electronics.

current which is proportional to the amount of measured light photons per
unit of time. An array of PMTs is used and, as such, the light generated
in the scintillator and transmitted through the glass lightguide is measured.
An overview of the different types of SPECT detectors is given in section
2.5.

The readout electronics process the PMT signals, the charge generated
at the anode of a PMT is proportional to the amount of light photons
detected. Based on the PMT charges, the interaction position and energy
of the detected photon are estimated. An energy window is applied to
remove Compton scattered photons: an event is accepted when its energy
is in an energy window (e.g. a 20% window centered at 140 keV when
99mTc is used), otherwise it is rejected. The projection pixel, which has the
same position as the accepted event’s estimated position, is incremented.

Finally, all the projection data are sent to a computer and used by the
image reconstruction software to derive the three dimensional tracer distri-
bution in the body. Typically, for SPECT imaging the iterative maximum
likelihood expectation maximization (MLEM) algorithm is used for image
reconstruction. Section 2.6 focuses on iterative image reconstruction.



10 Single photon emission computed tomography

Table 2.1: Radioisotopes for SPECT imaging
Name Half-life γ-Energy Prod. Application example
99mTc 6.02 h 141 keV (89%) Reactor Bone scan
111In 2.80 d 171 keV (91%) Cyclotron Neuroendocrine

245 keV (94%) tumor imaging
67Ga 3.26 d 93 keV (39%) Cyclotron Inflamation imaging

185 keV (21%)
300 keV (17%)
394 keV (5%)

123I 13.22 h 159 keV (83%) Cyclotron Thyroid imaging

2.2 Radioisotopes and tracers for SPECT

Table 2.1 lists some radioisotopes that are used for SPECT imaging. Besides
this, SPECT can also be used to image the radioisotopes (see table 2.2)
that are used for radionuclide therapy.

A tracer consists of a radioisotope bound to a biomolecule. The
biomolecule can for example be an antibody (a protein) or a peptide [30].

99mTc is the most widely applied SPECT isotope because of its convenient
6 h half-life and because it can easily be eluted from a generator. The
production of 99mTc involves several steps. In a first step, 99Mo is produced
by bombarding an uranium target with neutrons in a reactor. This leads
to fission of the uranium and one of the isotopes that is produced during
this process is 99Mo. A technetium generator is then made by adsorption
of 99MoO2−

4 on aluminum oxide. This generator is then transported to the
hospital because of the relatively long decay time of 99Mo (66 h). 99MoO2−

4
decays to 99mTcO−4 through β− decay. Finally, 99mTcO−4 is extracted from
the generator by drawing a saline solution through the generator.

The production of 99Mo is only done at a small number of reactor facili-
ties. This leads to a shortage of 99mTc when one of these reactors is shut

Table 2.2: Radioisotopes for radionuclide therapy that can be imaged with SPECT
Name Half-life β−-EnergyAvg γ-Energy
177Lu 6.65 h 134 keV (100%) 113 keV (10%), 208 keV (10%)
67Cu 2.58 d 141 keV (100%) 185 keV (49%)
125I 59.4 d n/a 35 keV (7%)
131I 8.03 d 182 keV (100%) 365 keV (82%)
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down for maintenance. Because of this, the usage of a cyclotron has been
proposed for 99mTc production [31].

Other isotopes are produced by bombarding a target material with protons
in a cyclotron. An example of such an isotope is 111In, which is produced
by proton irradiation of a 112Cd target.

2.3 SPECT physics - interactions of gamma rays

The gamma photons emitted by the tracer have to be collimated (by the
collimator) and detected (by the gamma-ray detector).

Collimation is based on absorption, ideally only the gamma photons which
are directed towards the gamma camera and which do not interact in the
collimator can be detected. Once a gamma photon has traveled through the
collimator, it still has to be detected. In order to detect a gamma photon,
it needs to interact in the detector.

There are four possible types of interaction processes that can occur for
gamma photons: photoelectric absorption, Compton (or incoherent) scat-
tering, pair production and Rayleigh (or coherent) scatter. Pair produc-
tion only appears when the energy of the gamma-rays exceeds 1.02 MeV
(the energy of SPECT and PET isotopes is lower than or equal to 511
KeV). Photons that undergo Rayleigh scatter do not loose energy and as
such they cannot be distinguished from non-scattered photons by the detec-
tor. Because Compton scatter is the dominant scattering process at typical
SPECT energies and because the deflection angle of Rayleigh scatter is
small [32, 33], Rayleigh scatter is in most cases ignored.

The remaining two important interaction mechanisms are briefly discussed
in the following sections. Finally, attenuation of gamma rays is introduced
because this is a direct consequence of these interaction processes.

2.3.1 Photoelectric absorption

A photoelectric interaction is the desired type of interaction in collimators
and detectors because the photon completely disappears and deposits all of
its energy at a single location.

Photoelectric absorption occurs when a photon interacts with an atom.
An electron (the photoelectron) absorbs the energy of the gamma photon,
a part of the absorbed energy is used to eject the electron from its shell, the
residual energy contributes to the electron’s kinetic energy. In this case, the
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gamma photon completely disappears. The photoelectron has an energy
that is given by equation 2.1; the photoelectron’s energy depends on the
energy of the photon (Eγ) and the binding energy of the electron (Eb).

Ee− = Eγ − Eb (2.1)

The vacant electron position in the atom is filled by capture of a free
electron or by capture of electrons from other shells. This re-arrangement
results, in most cases, in the emission of characteristic X-rays. Alternatively,
an Auger electron can be ejected. The sum of the energies of the photo-
electron and the characteristic X-rays (or Auger electron) equals the energy
of the gamma photon.

The probability per unit pathlength (τ) of a photoelectric interaction
increases for materials with a high atomic number (or proton number Z )
and density (e.g. lead and tungsten), and for low energy gamma photons
(Eγ).

Photoelectric interactions are preferred in the detector because the energy
is deposited at a single location and this leads to an increase in detector
resolution. Additionally, photoelectric interactions are also preferred in the
patient and in the collimator because it results in less detected scattered
photons.

2.3.2 Compton scatter

Compton scattering occurs when a photon interacts with an outer shell
electron and when the incident photon does not completely disappear. In
that case, only a part of the energy of the incident photon is transferred
to the electron (the recoil electron). The energy of the emerging gamma
photon (E ′γ) depends on the scatter angle θ and the energy of the incident
gamma photon (Eγ) and is defined by formula 2.2. The Compton scattering
effect is schematically depicted in Fig. 2.4.

E ′γ = Eγ

1 + Eγ

m0c2 (1− cos θ)
(2.2)

Here, m0c
2 is the rest-mass energy of an electron (511 KeV) and θ is the

photon scatter angle.
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Figure 2.4: (a) The gamma photon and the electron before Compton scattering
occurred. (b) The gamma photon has deflected and part of its energy has been
transferred to the electron after Compton scattering.

A Compton scattered photon is not useful for SPECT imaging because it
no longer carries directional information. This is the reason why a SPECT
detector measures the energy of the gamma photons; a gamma photon is
labeled as scattered when the energy is not equal to the expected photon
energy of the used isotope (e.g. 140 keV for 99mTc). By doing so, the
scattered events can be removed from the dataset. The energy resolution
of a detector is however not perfect and due to this an energy window is
used. Detected photons having an energy inside a window (e.g. a 126 to
154 keV window for 99mTc) are accepted, events outside this window are
rejected.

A photon can also experience Compton scatter in the detector. The scat-
tered photon can escape the detector material or it can experience another
photoelectric or Compton interaction in the detector material. When the
photon deposits its full energy in the detector in multiple interactions (e.g.
a Compton interaction followed by a photoelectric interaction) then the de-
tector is not able to correctly position the event, resulting in a degradation
of spatial resolution. Additionally, the detector is not able to reject this
event by energy windowing.

2.3.3 Attenuation

When a bundle of gamma rays travels through a medium, then the intensity
of this bundle is attenuated. Attenuation is a direct consequence of the dif-
ferent possible interactions, for SPECT mainly photoelectric absorption and
Compton scattering. Fig. 2.5 shows the dominant types of interaction for
different energies and materials. Fig. 2.6 and fig. 2.7 depict the probability



14 Single photon emission computed tomography

Figure 2.5: The probability of a certain type of interaction depends on the ma-
terial and the energy of the gamma photon. The red curve is where photoelectric
interactions and Compton scatter interactions are equally probable. Typical col-
limator materials are lead (Z=82) and tungsten (Z=74). The dominant type of
interaction for these materials (for energies below 511 keV) is the photoelectric
interaction.

of an interaction for water and for tungsten; water is shown because it is
a good representative of soft tissue and tungsten because it is a frequently
used collimator material.

The probability of interaction per unit pathlength of a gamma photon in
a material (µ) is a combination of τ and σ, respectively the probability for
photoelectric interaction and Compton scatter, and, is defined by equation
2.3. The attenuation of gamma photons in a material is exponentially
related to the thickness T of the material as shown in equation 2.4; this
equation is known as the Beer-Lambert law.

µ = τ + σ (2.3)

Iout = Iin e−µT (2.4)

With Iout the intensity of the outgoing gamma ray bundle, Iin the intensity
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Figure 2.6: The probability of interactions in water [34]. Compton scatter domi-
nates for energies higher than 30 keV. The vertical red dotted line marks 140 keV
(99mTc).

of the incident gamma ray bundle. The constants µ, τ and σ depend on
the material, the density and the energy of the gamma photons.

Fig. 2.8 shows how the total attenuation coefficient of a material with
thickness T can be measured. A collimated source is used to generate a
narrow beam of gamma photons. Some of these photons will undergo a
photoelectric interaction in the material and will not be detected by the
detector. Other photons might undergo Compton scatter; in that case
they will be deflected and will thus not be detected by the small detector.
Finally, some photons will not experience any interaction in the material
and will probably be detected. The attenuation measurement is performed
first without the plate to measure Iin and then with the attenuating plate
to measure Iout , equation 2.4 can then be used to determine µ.

The attenuation for 140 keV gamma ray photons of some frequently used
SPECT materials is shown in Fig. 2.9. Tungsten and lead are used to
build collimators, NaI(Tl) is a material that is often employed in SPECT
detectors. Finally, water is shown because a large percentage of the body
is water and because it is used to fill SPECT quality control phantoms.
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Figure 2.7: The probability of interactions in tungsten [34]. The photoelectric
interaction is the dominant type of interaction and the probability for such an
interaction is high, this explains why tungsten is frequently used for collimators.
The vertical red dotted line marks 140 keV (99mTc).

Figure 2.8: This narrow beam setup allows to measure the total attenuation
coefficient (µ) of a material.
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Figure 2.9: Some examples of the total attenuation of tungsten, lead, NaI(Tl)
and water. Tungsten and lead are used for collimators, NaI(Tl) is used for SPECT
detectors, and, a large fraction of the body is water.

2.4 Collimators

2.4.1 Introduction

It is not possible to deflect gamma-rays in a manner similar to the bending of
light photons by using lenses because the index of refraction for gamma rays
is almost equal to one. Due to this, SPECT imaging is based on the principle
of absorption collimation [35]. With a collimator, the direction of incidence
of the photons on the detector is mechanically limited. Photons that are
not traveling in the collimator’s allowed direction of incidence are absorbed
in the collimator material (by photoelectric and Compton interactions). For
this reason dense collimator materials are used to obtain a high stopping
power for gamma rays (e.g. lead and tungsten). By using the information
on the hole position and the coordinates on the detector, an estimate of the
angle of incidence can be derived for each detected photon.

Several types of collimators exist; the choice for a certain collimator de-
pends upon the target object size and the desired balance between resolution
and sensitivity.

Fig. 2.10 depicts a gamma camera with a parallel hole collimator (a) and
a gamma camera equipped with a fanbeam collimator (b). The holes of
a fanbeam collimator are all focused on a line. The gamma cameras are
fixed to a gantry (red circle); the green lines depict the collimator FOV.
The system FOV (blue circle) can be derived by rotating the gantry (only
6 angles are shown) and is the intersection of all collimator FOVs. It is
clear from the drawing that the fanbeam system has a smaller system FOV
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Figure 2.10: (a) A parallel hole gamma camera and (b) a fanbeam gamma camera
are fixed to a gantry (red circle); the green lines depict the collimator FOV. The
system FOV (blue circle) can be derived by rotating the gantry (only 6 angles are
shown here) and is the intersection of all collimator FOVs.

than the parallel hole system. The target object size should be smaller than
the system FOV to allow artifact-free image reconstruction. The resolution
and sensitivity are key performance parameters of a SPECT system and
depend heavily on the collimator geometry (parallel hole, pinhole, fanbeam
or conebeam); they are discussed in the next sections.

The parallel hole collimator, the conebeam collimator and the fanbeam
collimator are only briefly described. A detailed overview of the pinhole
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Figure 2.11: An ideal parallel hole collimator only allows perpendicularly incident
gamma photons to reach the detector.

collimator is presented, this collimator is closely related to the lofthole colli-
mator, which will be used for our SPECT systems. The first section handles
on the parallel hole collimator because this collimator is the workhorse for
clinical imaging.

2.4.2 The parallel hole collimator

2.4.2.1 Introduction

Fig. 2.11 shows a parallel hole collimator. Ideally such a collimator only
allows gamma photons with a perpendicular angle of incidence to reach the
detector.

Most clinical SPECT systems are equipped with an LEHR (low-energy,
high-resolution), LEAP (low-energy, all-purpose), MEAP (medium-energy,
all-purpose) and a HEAP (high-energy, all-purpose) parallel hole collimator.
Each collimator has a different geometrical design (hole diameter, septal
thickness, hole length, ...) and each one is dedicated to certain acquisitions
(need for high energy, high resolution or high sensitivity). The low-energy
collimators are used for e.g. 99mTc (140 keV) scans, the medium-energy col-
limators are used for e.g. 111In (172 keV, 247 keV) scans and the high-energy
collimators are used for e.g. 131I (284 keV, 364 keV) scans. The high-energy
collimators have thicker septa (collimator walls) to prevent penetration. The
high-resolution and all-purpose labels give a rough indication on the chosen
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balance of sensitivity versus resolution.

2.4.2.2 Sensitivity and resolution

The sensitivity of a SPECT system is an important performance parameter.
A SPECT system with a low sensitivity requires long scan times to obtain an
acceptable level of noise in the reconstructed images. Long scan times are
problematic for the patient (a typical scan time is 20 minutes) and decrease
the scanner throughput.

The sensitivity of a point source for a SPECT system (SSys) is defined as:

SSys = Number of detected gamma photons

Number of emitted gamma photons
. (2.5)

Both the collimator sensitivity (SColl) and the detector sensitivity (SDet)
define the SPECT system sensitivity:

SSys = SDet × SColl . (2.6)

The sensitivity of an ideal parallel hole collimator is formulated as:

SPaHo = d2

4πh2
c

, (2.7)

where d is the diameter of the holes and hc is the height of the collimator
holes (see Fig. 2.12).

The sensitivity increases when short, large diameter holes are used. In-
deed, a wider range of incidence angles is accepted by the collimator when
the holes are shorter and have a larger diameter. One would expect that the
sensitivity would, due to the smaller solid angle formed by the collimator
hole, drop when the source is positioned further away from the collimator.
This is not the case and is due to the fact that more collimator holes see
the source when h increases.

The resolution of a SPECT system is another key performance parameter.
A high resolution system allows for the visualization of fine structures. The
parallel hole collimator resolution is formulated as:

RPaHo = d
h + hc
hc

, (2.8)
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Figure 2.12: Illustration of the symbols used for the resolution and sensitivity
formulas of the parallel hole collimator.

where h is the height of the source above the collimator. The resolution
becomes worse when short and/or large diameter holes are used because
the acceptance angle of such a collimator is larger, which results in more
uncertainty on the origin of the gamma photon. Resolution also degrades at
larger source-collimator distances. Both effects are visualized in Fig. 2.13.

The SPECT system resolution, when a parallel hole collimator is used, is
defined by:

RSys =
√
R2
PaHo + R2

i , (2.9)

where Ri is the intrinsic spatial resolution of the detector.

2.4.3 The pinhole collimator

2.4.3.1 Introduction

A pinhole collimator is a collimator that consists of a single hole through
which gamma photons can reach the detector (see fig. 2.14). The collimator
hole is depicted in fig. 2.15 and has an hourglass shape. The aperture is
located at the pinhole’s smallest cross section; the sharp edge at the aperture
is known as the knife-edge of the pinhole. The entrance opening is the
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Figure 2.13: (a) A high resolution parallel hole collimator and (b) a low resolution
collimator with larger diameter holes. The acceptance angle (hatched area) of the
low resolution collimator is larger, which results in more uncertainty on the origin
of the gamma photon (R1 < R2). Additionally, the resolution degrades at larger
collimator-source distance (R1 > R3).

hole opening oriented towards the patient, the exit opening is the opening
oriented towards the detector. The entrance opening in combination with
the aperture and exit opening define the opening angle (or acceptance angle)
of the pinhole, and as such, defines the collimator FOV.

The pinhole collimator is merely used for the imaging of small animals
(e.g. rats and mice) and small organs (e.g. thyroid imaging). This is due
to the fact that sensitivity and resolution of a pinhole collimator increase
close to the pinhole’s aperture.

This collimator scales an object on the detector (see Fig. 2.16). Magnifi-
cation can be used to overcome a mediocre detector resolution (see section
2.4.3.3). Minification can be used to improve the sensitivity of multi-pinhole
SPECT systems when high-resolution detectors are used [1, 28, 29].

2.4.3.2 Sensitivity

The derivation of the sensitivity of the pinhole collimator for a point source
is basically a solid angle calculation:

SPin = Aaperture

Asphere
. (2.10)
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Figure 2.14: (a) Top and side view of a pinhole collimator. (b) Ideally, only the
gamma rays that pass through the pinhole’s aperture reach the detector. The other
gamma rays are absorbed in the collimator material.

Figure 2.15: Top and side view of a the shape of a pinhole. The exit opening is
oriented towards the detector, the entrance opening is oriented towards the subject.
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Figure 2.16: Pinholes scale the object on the detector. (a) Magnification and (b)
minification.

Here Aaperture is the area of the aperture as seen by the point source, a
section through this area is marked by the blue solid line in Fig. 2.17. Asphere

is the area of the sphere with as center the point source and a radius equal
to the source-aperture distance. A section through this sphere is marked as
the red dotted line in Fig. 2.17. These areas can be approximated by:

Aaperture = πd2 sin θ
4 (2.11)

and

Asphere = 4πh2

sin2 θ
. (2.12)

See Fig. 2.17 for the symbols. Formula 2.10 can now be simplified and
this results in the final sensitivity formula:

SPin = d2 sin3 θ

16h2 . (2.13)

Formula 2.13 illustrates that the sensitivity drops quadratically with the
perpendicular distance from aperture to the point source. The sensitivity
of the pinhole becomes very high close to the pinhole. This formula is
an approximation and is valid for sources that are positioned far from the
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Figure 2.17: The sensitivity of a pinhole collimator depends on d (the aperture
diameter), θ (the angle of incidence) and h (the height of the source above the
aperture plane)

aperture; as a rule of thumb one can state that the formula is a good
approximation when h > 2d .

2.4.3.3 Resolution

The resolution of a SPECT system (RSys), when a pinhole collimator is used,
is determined by the collimator resolution (RColl) and the intrinsic detector
resolution (Ri ). The relation between them depends upon the magnification
factor (m), which is defined as

m = f /h (2.14)

for a pinhole collimator, where f is the detector-collimator distance (see
Fig. 2.18).

RSys =
√
R2
Pin + (Ri/m)2. (2.15)
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Figure 2.18: The resolution of the pinhole collimator (RColl) depends on d (aper-
ture diameter), f (the detector-collimator distance) and h (the height of the source
above the collimator).

Formula 2.15 explains how the magnification can be used to overcome
a mediocre detector resolution by positioning the detector far away from
the collimator. The FOV becomes smaller (for equal detector area) but the
resolution RSys improves by using a larger magnification.

The collimator resolution at a distance h can be derived by analyzing the
width of the FOV at that distance for a single point on the detector [36];
this is shown graphically in Fig. 2.18.

By making use of congruent triangles we can formulate the collimator
resolution as

RPin = d(h + f )
f

. (2.16)

Note that the resolution is independent of the angle of incidence.
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Figure 2.19: Ideally only the gamma rays passing through the aperture can reach
the detector (e.g. path 2). In reality, also other paths are possible (e.g. paths
1,3,4).

2.4.3.4 Resolution-sensitivity trade-off

By combining formulas 2.13 and 2.16, and eliminating d we achieve a rela-
tion between resolution and sensitivity:

SPin = R2
Pin ×

f 2 sin3 θ

16(h + f )2h2 . (2.17)

This illustrates the resolution-sensitivity trade-off for pinhole collimators:
a high resolution collimator (RPin small) is a collimator with a low sensitivity
(SPin small).

2.4.3.5 Non-ideal pinholes

Ideally only the gamma rays passing through the aperture can reach the
detector (e.g. path 2 in Fig. 2.19). These rays are classified as geometrical
photons. In reality, also other paths are possible (paths 1,3,4 in Fig. 2.19).
Path 1 is a gamma photon that undergoes Compton scatter in the knife-
edge of the pinhole; this photon loses energy due to this interaction and the
detector rejects this photon if its energy is not in the energy window. Some
photons will travel through the collimator material without interacting, this
effect is known as penetration. This will mainly happen in the knife-edge
of the pinhole, where the collimator wall is thin (path 3). The probability
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that penetration occurs through the thicker pinhole plate (path 4) is much
lower.

Sensitivity and resolution formulas have been developed for knife-edge
pinholes that include the effect of photon penetration [37–40].

2.4.3.6 Other pinhole geometries

Imaging of high-energy isotopes is problematic with knife-edge pinholes due
to the high amount of penetration in the knife-edge of the pinhole. For
this reason, other pinhole geometries besides the knife-edge pinhole (Fig.
2.20(a)) have been developed.

A keel-edge pinhole [41] has a channeled aperture and has a higher atten-
uation near the aperture to prevent penetrating gamma photons (see Fig.
2.20(b)). However, a drawback of the keel-edge pinhole is that the sensitiv-
ity is lower than for a knife-edge pinhole with the same aperture diameter.
Goorden et al. [42] used clustered pinholes to image the high energy (511
keV) gamma photons of a PET tracer (see Fig. 2.20(c)). A cluster consists
of four knife-edge pinholes that each have a smaller opening angle than an
equivalent knife-edge pinhole; therefore the amount of penetration is lower.

Others have proposed a square pinhole with a square aperture, square
entrance opening and square exit opening. Such pinholes have anisotropic
resolution. The choice for square pinholes was made for ease of machining
[43, 44], to optimize the used detector area and to increase detection effi-
ciency of an X-ray fluorescence system [45] and to make a pinhole with an
adjustable aperture size [46].

In chapter 4 we introduce a new pinhole geometry with a round aperture
and a square entrance and exit opening. This was done to optimize the
detector area and to lower the amount of penetration while preserving an
isotropic resolution.

2.4.3.7 Multi-pinhole collimators

The sensitivity can be increased by making use of multiple pinholes, a multi-
pinhole collimator has a sensitivity equal to:

SMPColl =
n∑

i=1
Si . (2.18)

Where n defines the number of pinholes that see the source.



2.4 Collimators 29

Figure 2.20: (a) a knife-edge pinhole, (b) a keel-edge pinhole and (c) a clustered
pinhole. The latter two are beneficial to image higher-energy isotopes.

Figure 2.21: (a) A 2-pinhole SPECT collimator that has a significant amount
of multiplexing and (b) the same collimator with a slat to prevent overlapping
projections.
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In some multi-pinhole collimator designs there is a certain amount of
overlap of the projections on the detector (see Fig. 2.21) [47–49]. Those
systems use multiplexing to increase the collimator sensitivity. The problem
with multiplexing is that one can not define exactly what the path of the
detected photon was because it can come from different pinholes; consider
for example Fig. 2.21(a); a photon that was detected in the overlapping
region of the detector might have gone through both pinholes. This lowers
the amount of information a photon carries. Due to this, uncareful use of
multiplexing can lead to image artifacts.

Quite some research has been done on multiplexing. Ideally, multiplexing
could be used to significantly increase the sensitivity of a SPECT scanner
with no or low additional costs. Vunckx et al. have studied multiplexing
and conclude that the sensitivity gained with a multiplexing design only
compensates for the decrease in information due to overlap [50]. Mok et
al. found that the gains in improved detection efficiency and resolution by
increased multiplexing are offset by increased image degradations [51] and
that multiplexing can help for sparse objects but leads to image degradation
in non-sparse objects [52]. More recently, Lin [53] and Van Audenhaege et
al. [54] have defined conditions to design artifact-free multiplexing pinhole
systems. The simulations of [53] indicate that, under the stated conditions,
the usage of multiplexing can be exploited to increase image quality.

2.4.4 Fanbeam and conebeam collimators

2.4.4.1 Introduction

Fanbeam and conebeam collimators are converging beam collimators; these
collimators use a combination of parallel hole geometry and magnification.
Fig. 2.22 shows a fanbeam collimator. With such a collimator all the holes
are focused on a line. The consequence is that the subject will be magnified
in the trans-axial direction onto the detector. The axial direction is not
magnified. Fig. 2.23 depicts a conebeam collimator. Here, all the holes
are focused on a point. The subject is thus magnified (in both axial and
trans-axial) direction on the detector. The magnification can, similar to the
pinhole collimator, be used to overcome a mediocre detector resolution.

These collimators are used to image small organs or animals because
the magnification improves the resolution, and, the focused holes provide a
larger sensitivity. Fanbeam collimators are for example frequently used for
imaging of the heart.
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Figure 2.22: The holes of the fanbeam collimator are focused to a line.

Figure 2.23: The holes of the conebeam collimator are focused to a point.
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Figure 2.24: A sectional view of a conebeam or fanbeam collimator.

2.4.4.2 Sensitivity and resolution

The sensitivity of these collimators is given by:

SConv = d2

4πh2
c

(
f

f − h

)n

. (2.19)

Where n is a constant which is set to 1 for a fanbeam collimator and 2
for a conebeam collimator. The used symbols are depicted in Fig. 2.24.

The resolution of these collimators is formulated by:

RConv = d

(
hc + h

hc

)(
f

f + hc

)
. (2.20)

The magnification factor m equals to

m = f + hc
|f − h|

. (2.21)

The system resolution is equal to:

RSys =
√
R2
Conv + (Ri/m)2. (2.22)

Note the similarity with the sensitivity and resolution of the parallel hole
collimator. Indeed, in the limit case where f is infinite (as for a parallel
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hole collimator), then the sensitivity formula (formula 2.19) equals the sen-
sitivity formula of the parallel hole collimator (formula 2.7). In that case
the resolution formula (formula 2.20) equals the resolution formula of the
parallel hole collimator (formula 2.8). Additionally the magnification factor
m becomes 1 and the system resolution (formula 2.22) simplifies to the
formula used for the parallel hole collimator (formula 2.9).

2.4.5 Collimator materials and collimator production tech-
niques

Collimators are composed of materials that have a high probability for
gamma ray interactions. A high stopping power is obtained by using mate-
rials with a high number of electrons (typically in the range of Z = 72−82)
and a high density (typically in the range of 9-24 g/cm3). The choice of
collimation material is determined by its attenuation, cost, required rigidity
and machining complexity. An overview of some possible collimator mate-
rials is given in table 2.3.

Traditionally, parallel hole, fan beam or cone beam collimators are fabri-
cated by sheets of lead foil, folded in half-hexagonal holes. Several stacked
sheets then form a honeycomb structure. Also cast collimators based on pre-
cise molding techniques exist. The latter type of collimator is more precise
and can be fabricated with a smaller septal thickness but is more expensive.
These two production techniques can only be used for lead because it is a
soft and flexible material and because it has a low melting point (327◦ C).

Pinhole and multi-pinhole collimators can, similar to parallel hole collima-
tors, be made by casting lead in a mold. Alternatively, one can introduce
pinholes (by drilling, milling or electric discharge machining) in solid plates
or cylinders from high density materials. The latter techniques can be used
for lead and tungsten alloys; an example of a tungsten alloy is MT-17C (ta-
ble 2.3). Tungsten alloys can in some cases be preferable over lead because
of their higher stopping power (see table 2.3) and their mechanical rigidity.
Tungsten alloys are used because the alloys are easier to machine than pure
tungsten (drills and mills have a tungsten carbide layer to improve their
strength).

Lead and tungsten alloys are by far the most frequently used collimator
materials. In some cases gold [55] or depleted uranium [56, 57] have been
used for a small part of the collimator.

For very oblique pinholes or pinholes with a very small opening angle the
current production techniques are not optimal and certain geometries are
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Table 2.3: Collimator materials
Name Pb W MT-17C Au Pt U

90% W
Composition 6% Ni

4% Cu
Dens. (g/cm3) 11.34 19.25 17 19.3 21.45 19.1
Tot. att. 23.7% 30.4% 25.3% 34.7% 36.9% 42.8%
(0.1 mm, 140 keV)
Tot. att. 93.3% 97.3% 94.6% 98.6% 99% 99.6%
(1 mm, 140 keV)

not possible to produce. Novel production techniques like cold casting with
tungsten epoxy and lost-wax casting with platinum have been described re-
cently [58]. For the production of animal beds, phantoms and parts of the
gantry, 3D additive manufacturing has also become an important tool. This
technique is also used for collimator fabrication: in a first step a mould is
constructed by additive manufacturing and in a second step the collimator
is produced using tungsten epoxy and the mold. However, all these pro-
duction processes for collimators are still indirect as an intermediate step
is needed. The resulting density of tungsten epoxy is also lower than lead
based collimators and, platinum is a very expensive material.

In chapter 7 we introduce a new method to produce pure tungsten colli-
mators, based on additive manufacturing of pure tungsten powder.

2.5 Gamma-ray detectors for SPECT

2.5.1 Introduction

The two key parts of a SPECT scanner are the collimator and the detector.
The collimator was discussed in section 2.4; in this section we focus on the
detector.

Most of today’s SPECT detectors are still based on Anger’s first gamma
camera [59]. Such detectors consist of a large and thick monolithic NaI(Tl)
scintillator plate, coupled to an array of photomultiplier tubes (PMTs). A
center of gravity algorithm is implemented in hardware to estimate the
position of interaction of an event based on the lightspread measured by
the PMTs.

A detector determines two coordinates (X and Y) and an energy for each
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detected gamma photon. The accuracy of the event coordinates is defined
by the spatial resolution of the detector (or intrinsic detector resolution Ri ),
the accuracy of the event energy is defined by the energy resolution of the
detector.

The four main performance parameters of a gamma-ray detector are its
spatial resolution, energy resolution, detection sensitivity (SDet) and count
rate performance. These are explained in the following sections.

Hereafter we give an overview of the different detector types. There are
two main classes of detectors: scintillation detectors and semiconductor
detectors. Scintillation detectors are described in depth because this type
of detector is also used in this work. Scintillation detectors are indirect
conversion detectors, the gamma photon is converted into light photons
in the scintillator; a current is generated by the photodetector when light
photons are detected. The semiconductor detectors are direct conversion
detectors. Here the gamma photons are directly converted into a current
when they interact with the biased semiconductor material.

2.5.1.1 Spatial resolution

The spatial resolution of a detector (or the intrinsic detector resolution Ri )
has an impact on the system resolution (see formulas 2.15, 2.9 and 2.22);
a better intrinsic detector resolution results in a better system resolution.
However, the improvement will be small if the collimator resolution is much
larger than the intrinsic detector resolution. This is the case for the standard
clinical systems; a typical parallel hole collimator has a resolution of 8 mm
at a height of 10 cm and the detector resolution is typically 3 mm. Consider
that one is able to improve the detector resolution by 50 %, then the system
resolution would drop from 8.5 mm to 8.1 mm, which has a marginal impact
on the image quality of the system. The gain in system resolution would be
more pronounced if the collimator was also optimized for a better resolution
but this has the drawback of a lower collimator sensitivity.

Several research detectors have been produced that have a better intrinsic
detector resolution than the standard detectors used for clinical systems,
but, the improvement in spatial resolution is, in most cases, accompanied
by a deterioration of another detector characteristic. A resolution down to
65 µm has been measured using a thin dense Lu2O3(Eu) scintillator coupled
to an electron-multiplying charge-coupled device (EMCCD) (section 2.5.2,
[60]), however, this detector has a detection efficiency of only 66 % for
140 keV gamma photons and a poor energy resolution of 84 %.
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2.5.1.2 Energy resolution

Energy resolution of a detector is important because it enables us to reject
gamma ray photons that have undergone Compton scatter in the body, and,
to perform multi-isotope SPECT studies [48].

The scattered photons are removed from the measured data because they
have deflected and, as such, do not carry information on their origin.

Multi-isotope studies are investigations where two (or more) tracers are
injected; this can be interesting when more than one functionality of the
subject is studied simultaneously. The two tracers can be reconstructed
separately if they emit gamma photons of different energies.

An energy spectrum is a histogram of the measured event energies. Fig.
2.25 shows a possible energy spectrum obtained from a 99mTc source (140
keV) measured with two different detectors. The energy resolution of a
detector is defined as:

ERes = ∆E

E
. (2.23)

The energy resolution depends on the abscissa of the photopeak E and the
FWHM of the photopeak ∆E in the energy spectrum (Fig. 2.25).

Detector 1 has a better energy resolution than detector 2 (6.7% vs.
21.2%). Scattered photons are removed from the detector data by using
energy windowing; this means that events whose energy is not in a window
(e.g. a 28 keV window around the photopeak) are rejected. The energy
window width is related to the energy resolution of the detector, a typical
energy window width equals twice the detector’s energy resolution. By do-
ing so, the windowed events of detector 1 will contain less scattered photons
than the windowed events of detector 2. This illustrates the importance of
energy resolution.

An estimate of the detector’s energy resolution can be made by consider-
ing that the creation of a charge carrier in a detector is a Poisson process.
An average of N charge carriers will have a standard deviation of

√
N. When

there are amplifiers in the readout chain, then the mean becomes AN and
the standard deviation A

√
N with A being the amplification factor. The



2.5 Gamma-ray detectors for SPECT 37

Figure 2.25: The energy spectrum of a 140 keV gamma ray source. Detector 1
(6.7%) has a better energy resolution than detector 2 (21.2%).

energy resolution can then be written as:

RDet = FWHMPhotopeak

Photopeak

= 2.35σ
Photopeak

= 2.35A
√
N

AN

= 2.35/
√
N.

(2.24)

Note that the detector’s energy resolution is independent from the am-
plification factor.

The detectors used in clinical systems (NaI(Tl) scintillator and PMTs)
typically have an energy resolution of 10% for 140 keV gamma photons.
The energy resolution improves when the energy of the gamma photons
increases. In that case, more light is generated in the scintillator and, as
a consequence, more charge carriers are generated at the cathode of the
PMT.

Measurements have indicated that some detectors deviate from Poisson
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statistics. Therefore the Fano-factor has been defined as:

F = RDet,observed

RDet,predicted
(2.25)

Where RDet,predicted is the energy resolution as predicted by 2.24.
The best energy resolution is obtained by making use of semiconductor

detectors (see section 2.5.2.6.3). A germanium detector with an energy
resolution of 0.96% was used for SPECT imaging by Johnson et al. [61].

The energy resolution of a scintillation detector is above all defined by
the light yield of the scintillator and by the quantum efficiency of the pho-
todetector. This is explained in sections 2.5.2.5 and 2.5.2.6.

2.5.1.3 Detection Efficiency

The detector efficiency is defined by:

SDet = Nbr of detected gamma photons

Nbr of gamma photons incident on the detector
. (2.26)

SDet depends on the energy of the gamma photons, the detector material
and the thickness of the detector. The detection efficiency has a major
impact on the system sensitivity because:

SSys = SColl × SDet . (2.27)

SColl is the collimator sensitivity and includes the geometrical sensitivity.
The detection efficiency of a detector can be estimated by using the Beer-

Lambert law (see section 2.3.3).

2.5.1.4 Count rate performance

Ideally the output count rate of a detector increases linearly with the event
rate, in reality this is not the case. Radiation detectors can be classified
based on their count rate behavior: paralyzable and nonparalyzable detec-
tors [33].

A detector is dead for a certain time (the dead time τ) when an event is
detected. Events which are detected while the detector is dead are lost.

Events that occur during the dead time of a nonparalyzable detector have
no influence on the detector’s behavior. This is different for the paralyzable
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Figure 2.26: The behavior of paralyzable and nonparalyzable detectors. The
paralyzable detector detects events 1, 2, 3 and 6. The nonparalyzable detector
detects events 1, 2, 3, 5 and 6.

detector. Events that occur during the dead time of a paralyzable detector
enlarge the dead time by τ . Because of this, a nonparalyzable detector
detects more events than a paralyzable detector at high count rate. This is
illustrated in Fig. 2.26.

Eventually, at a certain event rate, a paralyzable detector’s count rate
will drop to zero and a non-paralyzable detector’s count rate will saturate.
This is illustrated in Fig. 2.27.

Figure 2.27: Ideally the output count rate of a detector increases linearly with
the event rate. In reality this is not the case, a paralyzable detector’s output count
rate will drop to zero and a nonparalyzable detector’s output count rate saturates
when the event rate is too high.



40 Single photon emission computed tomography

Figure 2.28: A hygroscopic scintillator such as NaI(Tl) needs a hermetically sealed
package.

2.5.2 Scintillation detectors

2.5.2.1 Introduction

A typical scintillation detector consists of the scintillator, which is optically
coupled to a light guide and this light guide is then optically coupled to
an array of sensitive photodetectors (see Fig. 2.31); the optical coupling
is done with optical grease. In some cases the light guide is omitted; the
scintillator is then directly coupled to the photodetectors.

The scintillator emits light photons when a gamma photon loses energy
by interacting with the scintillator material. The amount of light photons
emitted is a statistical process, and, is proportional to the energy deposited
in the scintillator by the gamma photon. By measuring the amount of light
and the light spread, one can identify the energy and the position of the
interaction in the scintillator. The majority of today’s SPECT detectors
makes use of a NaI(Tl) scintillator coupled to an array of PMTs.

Some scintillators are hygroscopic and need to be handled in low humid-
ity environments. Such scintillators require a hermetically sealed package
once they leave this environment. The package is typically made out of
aluminum. This aluminum housing contains the scintillator; a glass win-
dow is present in the package to optically couple the photodetectors to the
scintillator. Care should be taken to minimize the thickness of the entrance
window (the side of the package which the gamma photons have to pene-
trate to reach the scintillator). A substantial fraction of the gamma photons
might be lost by absorption in this entrance window. To enhance this, one
might also consider the usage of a beryllium entrance window. Beryllium
is, due to its low density, nearly transparent for gamma photons.

Two distinct scintillator geometries are commonly used: continuous
(monolithic) scintillators and pixelated scintillators (see Fig. 2.29 and 2.30).
A monolithic scintillator is one continuous block of scintillator material. To
optimize the collection of light photons, the top and sides of the scintillator



2.5 Gamma-ray detectors for SPECT 41

are covered with a reflector. A pixelated scintillator consists of an array of
small blocks of scintillator material; the top and sides of each small block
is wrapped in a reflector. These pixelated detectors have found widespread
use as PET detectors. The scintillator of a PET scanner is typically made
thick (22 mm) to have sufficient detection efficiency for 511 keV gamma ray
photons. The light spread of a 22 mm thick monolithic scintillator is large
and there would be a lot of positioning artifacts at the edges of the scin-
tillator when standard event positioning algorithms (COG) are used. This
is where the pixelated detectors become interesting: the small pixels chan-
nel the light towards the photodetectors, thereby reducing the light spread.
Another advantage is the improvement in detector count rate. The smaller
light spread results in fewer PMTs detecting light photons. The conse-
quence of this is that the probability for pulse pile-up at high count rates
decreases (this is important for PET imaging where the count rate is much
higher than for SPECT systems). There are however some disadvantages
to pixelated detectors. These detectors tend to be more expensive than the
monolithic detectors: a lot of labor is required to cut the scintillator into
pixels, to add the reflectors and to glue it all back together. The light pho-
tons experience a lot of reflections, this leads to a considerable amount of
photon absorption, and, results in a worse energy resolution. Additionally,
the sensitivity of the detector drops due to the gaps (filled with reflector) in
between the pixels. A common pixel size for a pixelated PET detector is 4
mm x 4 mm (22 mm long), but smaller sizes (down to 0.5 mm x 0.5 mm,
[62]) have been produced as well.

2.5.2.2 Scintillation mechanism

Based on the scintillation mechanism, the scintillators can be subdivided in
two classes.

The first class are the organic scintillators, these scintillators have a low
stopping power for gamma ray photons and are, due to this, not used for
SPECT detectors. The organic scintillators are mainly used for the detection
of fast electrons and alpha particles. This type of scintillator is not further
discussed here.

The second class are the inorganic scintillators. They are widely used
as SPECT detector. H.O. Anger used a NaI(Tl) scintillator for the first
gamma camera [63][59]; to date NaI(Tl) is still the the most frequently used
scintillator for SPECT detectors. The scintillation mechanism of inorganic
scintillators is based on activators that are added to the crystal (e.g. the
addition of Tl to a NaI crystal to produce a NaI(Tl) scintillator).
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Figure 2.29: (a) A monolithic scintillator and (b) a pixelated scintillator. The
light spread of the pixelated detector is more focused on the photodetectors.

Figure 2.30: A monolithic and a pixelated LYSO scintillator. The monolithic
block is wrapped in a reflector during assembly.
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Figure 2.31: A scintillation detector consists of the scintillator, a light guide and
an array of photodetectors. A multitude of light photons are emitted isotropically at
the point of interaction. The top and side surfaces of the scintillator are reflective
to guide the light photons to the photodetectors. The number of light photons
emitted is related to the energy of the detected gamma photon. The position of
the interaction can be estimated based on the measured light spread.

The electrons in an insulator can only be in some discrete energy bands.
The valence band contains the bound electrons, these are bound at lattice
sites; the conduction band contains the loose electrons. In between the
valence band and the conduction band there is a band gap zone. Electrons
can not be present in this band gap zone.

An electron can move from the valence band to the conduction band
by absorbing energy, it loses energy when it de-excites and returns from
the conduction band to the valence band. This energy can be released as
photons or as phonons (heat) [64]. The return of the electron from the
conduction band to the valence band by photon emission is not efficient in
the pure lattice, and, due to the large band gap, the energy of these light
photons is too high to be in the visible range.

Because of this, a small amount of activators (impurities) is added to
the lattice. These activators create sites in the lattice where the band gap

Figure 2.32: The addition of activators leads to a modified band structure.
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Table 2.4: Inorganic scintillators - main properties
Name Density τ 140 keV Wavelength Decay time

(g/cm3) (cm−1) (nm) (µs)
NaI(Tl) 3.67 2.05 415 0.23
CsI(Tl) 4.51 3.14 540 0.68, 3.34
CsI(Na) 4.51 3.14 420 0.63
LYSO 7.1 8.2 428 0.04
LaBr3(Ce) 5.08 2.11 380 0.026

Name Required energy per Hygroscopic Usage Ref.
light photon (eV)

NaI(Tl) 26.3 yes SPECT [63]
CsI(Tl) 18.5 slightly HEP0, Space [65]
CsI(Na) 24.4 yes Space [65]
LYSO 40 no PET [66]
LaBr3(Ce) 15.9 yes PET [67]

structure is modified (see Fig. 2.32). Additional energy states are present in
the band gap zone at these activator sites. The electron can de-excite, using
those new energy states, to the valence band. The energy levels at such a
site are narrower than the band gap and the energy of the emitted photons
will be smaller than the band gap. By doing so, the emission spectrum
shifts away from the absorption spectrum of the crystal (this prevents re-
absorption of the light photons), and, the emitted photons are in the visible
range.

A photo-electron or a recoil electron, resulting from a photoelectric or
Compton interaction of the gamma photon with the scintillator, which is
losing energy will form a large number of electron-hole pairs by exciting
electrons from the valence to the conduction band. The holes migrate to
an activator site and ionize the activator because the ionization energy of
an activator site is less than the ionization energy of a pure lattice site.
The electron moves through the crystal until it encounters such an ionized
activator site. Here, it de-excites, using the modified band structure (Fig.
2.32) and by doing so, the probability is high that a visible light photon is
emitted [33].

2.5.2.3 Examples

0HEP: High energy physics
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The most important characteristics of some frequently used scintillators
are listed in table 2.4, these and other characteristics are discussed in the
following sections.

NaI(Tl) is used for the majority of SPECT systems because it has a high
light output, its wavelength of maximum emission suits well with PMTs
(Fig. 2.33) and it can be grown to large sizes (a typical clinical detector
measures 30 cm x 40 cm and is 9.5 mm thick). NaI(Tl) is a brittle material
that is hygroscopic, and therefore, requires encapsulation.

CsI(Tl) is bright scintillator but its emission spectrum does not match well
with the efficiency spectrum of a bialkali PMT. A better performance can
be obtained by coupling CsI(Tl) to photodiodes whose efficiency spectrum
matches well with this scintillator’s emission spectrum. A pixelated CsI(Tl)
scintillator that is coupled to photodiodes is used in Digirad’s Cardius
SPECT system. This material is only slightly hygroscopic and is quite
rugged, which makes it well-suited for space research. It can be used for
particle discrimination (e.g. protons and α-particles) by comparing the ratio
between the two decay times, due to this it is frequently used in high energy
physics (HEP) experiments [65].

CsI(Na) is well suited for usage with a bialkali PMT. It is more hygroscopic
than CsI(Tl) but less than NaI(Tl), and, it is quite rugged and is therefore
also used for space research. Pixelated CsI(Na) coupled to a PSPMT was
used for the LinoView small-animal SPECT system [68].

The majority of recent PET systems make use of LYSO because it has
a high density (essential to detect the 511 keV gamma rays) and because
it is a fast scintillator (necessary for TOF-PET1), an example is the Philips
Gemini TF system. We present an LYSO-based SPECT detector in chapter
6.

LaBr3(Ce) is a new scintillators material with promising characteristics:
it is faster than LYSO and it emits more light than NaI(Tl), its stopping
power is however lower than the stopping power of LYSO. To date it is
still very expensive and, it is very sensitive to moisture. A full-body TOF-
PET system that consists of pixelated LaBr3(Ce) crystals and PMTs was
constructed by Daube-Witherspoon et al. [69].

1TOF-PET: time of flight PET. The time difference between two coincident detections
is used to estimate the emission position more accurately. This approach results in PET
images with lower noise.
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Table 2.5: Detection efficiency
T (mm) NaI(Tl) LYSO

SPE (%)
2 31.9 73.5
5 57 85.7

10 72 86.5

2.5.2.4 Detector sensitivity

The probability for a photoelectric interaction per unit pathlength (τ) de-
fines, together with the scintillator’s thickness (T ), the sensitivity of the
scintillator for photoelectric interactions. Using the Lambert-Beer law (eq.
2.4) we can formulate the sensitivity (S) for a photoelectric interaction in
the scintillator as:

SPE = τ

µ
(1− e−µT ). (2.28)

Note that this formula is only valid for perpendicular incident gamma rays.
Some examples are given in table 2.5.

2.5.2.5 Light emission: spectrum, time course and light yield

The spectrum of the light generated by the scintillator is continuous (see
Fig. 2.33) and should be matched to the efficiency spectrum of the pho-
todetector. Table 2.4 lists the wavelength of maximum emission of some
scintillators.

For most scintillators, the time course of the light emission can, to good
approximation, be modeled by an exponential function:

I = I0e
−t/τ . (2.29)

Some scintillators have two decay times (e.g. CsI(Tl)):

I = I0e
−t/τ0 + I1e

−t/τ1 . (2.30)

With τ being the decay time constants as listed in table 2.4. The rise time is
much smaller than the decay time and because of this, the rise time is often
considered as being infinite. Fig. 2.34 depicts an oscilloscope measurement
of a PMT coupled to a NaI(Tl) scintillator.
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Figure 2.33: The QE of a PMT (ET Enterprises 9107B) and the emission spectrum
of NaI(Tl) (Saint-Gobain Crystals).

Figure 2.34: The output of a PMT that is coupled to a NaI(Tl) scintillator,
measured with an oscilloscope in infinite persistence mode. A source of 99mTc is
positioned in front of the scintillator.



48 Single photon emission computed tomography

The emission time is important, mainly for PET, because it has an impact
on the maximum count rate and on the accuracy of the event’s timestamp
(fast and bright scintillators provide a more accurate timestamp). This
timestamp is used to group the coincidences and for time-of-flight PET
(TOF-PET). Schaart et al. have used a LaBr3(Ce) scintillator coupled to a
SiPM to achieve a TOF-PET coincidence resolving time of 100 ps [70].

The more light a scintillator generates, the better. It has a large impact
on the energy resolution (see section 2.5.1.2), on spatial resolution and on
timing resolution (for PET and TOF-PET).

2.5.2.6 Photodetectors

2.5.2.6.1 Introduction In this section photodetectors for scintillator
read-out are introduced.

Such photodetectors have several desirable properties. They need to be
efficient in converting light photons into photoelectrons because the amount
of photo-electrons has a large impact on energy resolution (see section
2.5.1.2) and spatial resolution of the detector. This conversion efficiency is
characterized by the quantum efficiency (QE):

QE = Nbr of collected photoelectrons

Nbr of light photons incident on sensor
. (2.31)

The QE is a function of wavelength (see Fig. 2.33). Generally, one tries
to match the scintillator’s wavelength of maximum emission with a sensor
that has a similar wavelength of maximum QE.

Most gamma-ray detectors employ an array of photodetectors (e.g. 10x10
PMTs). The gaps between these sensors should be as small as possible to
avoid loss of light photons. The size of these gaps is related to the shape
of the sensors (e.g. square, round and hexagonal photodetectors exist).
Sometimes a reflector or a special light guide is used to minimize light loss
caused by these gaps. The active light sensitive area of a photodetector is
always less than the package size. This is characterized by the fill factor:

Fill Factor = Sensor active area

Sensor total area
. (2.32)

In most cases, each photodetector has a dedicated amplifier and some-
times also a dedicated analog to digital converter (ADC). As such, the size
of the readout electronics scales up with the amount of photodetectors.
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Using a lot of small sensors coupled to a relatively thick scintillator (with
a large lightspread) will require large and expensive readout electronics and
will only result in a marginal gain in spatial resolution.

Finally, the performance of the detector in magnetic fields is an important
property for the design of multi-modal PET-MR and SPECT-MR scanners.
These sensors have to operate flawlessly in a magnetic field of up to 9T
(the earth’s magnetic field is approximately 45 µT).

The photodetectors can be subdivided into two classes: those based on
vacuum tube technology and those based on semiconductor technology.

2.5.2.6.2 Vacuum tube photodetectors The vacuum tube photode-
tectors rely on the concept of electron multiplication to measure light pho-
tons. By doing so, they provide a large signal that can easily be post-
processed. The main drawbacks of these tubes is the amount of hand labor
involved in producing them, their large size and their sensitivity to magnetic
fields.

The photomultiplier tube (PMT) An array of photomultiplier tubes
was used by H.O. Anger for the first gamma camera [59] (see Fig. 2.35). To
date it is still the photodetector of choice for the majority of clinical SPECT
and PET detectors. The main reason for this being the fact that their price-
to-surface ratio outperforms that of the other sensors. Note however that
quite some hand labor is required and that only a small amount of suppliers
is available for this type of photodetector (Hamamatsu, ET Enterprises,
ADIT).

A PMT consists of a vacuum glass tube. Its major parts are the pho-
tocathode, the focusing electrodes, the dynodes and the anode (see Fig.
2.36).

When a light photon strikes a photocathode, then a photoelectron can
be released (by the photoelectric effect). To accomplish this, an electron
from the cathode has to absorb the energy from a light photon.

This energy should be sufficient to let the electron migrate towards the
cathode surface (Emigrate) and, to let it escape from the cathode (the work
function W ).

This means that there is a minimum frequency (or a maximum wave-
length) which still allows to let a photoelectron escape from the cathode:
hfphoton > Emigrate +W . This long wavelength threshold is associated with
the colors red/infrared.
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Figure 2.35: A Hamamatsu PMT that was once operational in a large clinical
SPECT gamma camera. Its round package has a diameter of 7.5 cm.

Figure 2.36: The major parts of the PMT: the photocathode (PC), the focusing
electrodes (F), the dynodes (Dy) and the anode (A).
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Besides this threshold, there is also a short wavelength cut-off, defined by
the entrance glass window. This cut-off is at 350 nm for glass (associated
with the color violet).

Thin cathodes are used to enlarge the probability that a photoelectron
escapes the cathode. The thin cathode is semitransparent so only a fraction
of the incident light photons will interact in the cathode. As such, the
photocathode has a major impact on the spectrum and magnitude of the
QE. Typically the peak QE of a PMT is in a range from 25% to 30%.
The QE plot of a Hamamatsu R11102 PMT is shown in Fig. 2.37. A
commonly used photocathode is the bialkali photocathode which consists
of antimony (Sb), potassium (K) and cesium (Cs). The spectral response of
these bialkali photocathodes shows good overlap with the emission spectrum
of the NaI(Tl) scintillator (see Fig. 2.33).

The photoelectrons that have escaped the cathode are attracted by the
first dynode because the dynode is at a higher voltage than the cathode.
The photo-electrons are thus accelerated and gain energy while traveling
from the cathode to the first dynode. Focusing electrodes are used to focus
the photoelectrons on the first dynode.

When the photoelectron strikes the first dynode then secondary emission
occurs; the energy of the accelerated photoelectron gives rise to the emission
of multiple electrons. The multiplication factor of a dynode is defined by:

δ = Nbr of emitted electrons

Nbr of incident electrons
. (2.33)

The total multiplication structure consists of multiple dynodes. Different
dynode geometries exist, all having their own advantages and disadvantages.
The total amplification equals:

ATotal = αδN , (2.34)

where α is the fraction of collected photoelectrons and N is the number of
dynodes. A typical tube has an ATotal of 107 (δ ≈ 5, α ≈ 1, N = 10).

Finally, the electrons are collected by the anode. Readout electronics are
then used to amplify and shape the PMT current. The dynode structure
acts as a very good amplifier, the magnitude of the anode signal is relatively
large and as such, off-the-shelf electronics can be used to post-process the
PMT signal.

For proper operation each PMT stage should be at a higher voltage than
its preceding stage (e.g. VAnode > VLast dynode). This is commonly done
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Figure 2.37: The QE of a PMT is a function of the wavelength of the incident light
photons. The graph shown is for the Hamamatsu R11102 PMT. Image courtesy
of Electron Tube Division, Hamamatsu Photonics K.K.

using a resistor divider (depicted in Fig. 2.36) where capacitors are added to
the last dynode stages to improve the voltage ripple caused by the relatively
large currents which are drawn from these dynodes. A typical high voltage
of a PMT is 1000V. This high voltage can be used in two ways: the cathode
can be connected to a negative high voltage while the anode is grounded
(the anode grounded configuration, as shown in Fig. 2.36) or the cathode
can be grounded while the anode is connected to a positive high voltage
(the cathode grounded configuration).

The path of the electrons in a PMT is very sensitive to magnetic forces
and because of this, PMTs do not function well in magnetic fields.

PMTs are available in a wide variety of sizes (from 10 mm up to 50
cm in diameter) and shapes (circular, hexagonal, square). Typical gamma
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Figure 2.38: A Hamamatsu H8500 PSPMT has 8x8 anodes. Image courtesy of
Electron Tube Division, Hamamatsu Photonics K.K.

cameras for clinical SPECT systems use large diameter (5 cm) circular or
hexagonal PMTs.

PMTs are used in most clinical SPECT systems (e.g. Philips BrightView,
Siemens Symbia) and in some pre-clinical systems. PMTs do not allow to
obtain a high intrinsic detector resolution and, to compensate for this, a
multi-pinhole collimator with a large magnification factor has to be used in
those PMT-based pre-clinical systems (eq. 2.15). The large magnification
and the spacious detectors result in large systems. Examples of pre-clinical
system that uses PMT-based detectors are the MiLabs U-SPECT-II system
[55] and Bioscan’s NanoSPECT [47].

The position sensitive PMT (PSPMT) The conventional PMTs do
not allow to measure small light spreads or to build compact gamma-ray
detectors. The smallest PMTs (e.g. Hamamatsu R1635) have a circular
package with a 10 mm diameter; the active area is circular with a diameter
of only 8 mm. Using an array of these small PMTs would result in a low
fill factor, resulting in a mediocre energy resolution and spatial resolution.
This is solved by the introduction of the position sensitive PMT and can
be considered as a PMT with multiple anodes. The most recent devices
(Hamamatsu H8500, H9500, H12700) have a large fill factor.

By measuring multiple anodes, one can get an idea on the lightspread
detected by the photocathode. State-of-the-art PSPMTs are for example



54 Single photon emission computed tomography

Figure 2.39: The metal channel dynodes multiply the electrons with minimum
spatial spread. By doing so, most electrons will hit the anode underneath the
interaction position of the light photon.

the Hamamatsu H8500 and H9500. The H8500 has an 8x8 anode matrix
(anode size 6 mm x 6 mm); the H9500 has a 16x16 anode matrix (anode
size 3 mm x 3 mm). These tubes employ metal channel dynodes [71] (see
Fig. 2.39). With such a dynode structure, the electrons are multiplied with
minimal spatial spread and the electrons are guided towards the anode that
is underneath the interaction position of the light photon. The size of such
a PSPMT is small compared to a PMT. The H8500 measures (BxWxH) 52
mm x 52 mm x 14.4 mm; the active area is 49 mm x 49 mm. This results in
a high fill factor of 88.8%, additionally, the square shape makes them easily
tileable. The small depth is possible due to the dynodes which are thin and
placed close to each other.

PSPMTs are used for compact high-resolution gamma detectors (e.g.
[72], [73], [74]). One of the problems associated with these devices is the
large inter-anode gain variation (max. 1:4 for the Hamamatsu H8500).
They are more tolerant to magnetic fields than standard PMTs due to the
shorter electron path; usage inside an MR bore is however not possible.

The Bruker Albira pre-clinical PET/SPECT/CT system uses two SPECT
detectors that consist of an H8500 PSPMT and a continuous CsI(Na) scin-
tillator [75].
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2.5.2.6.3 Semiconductor photodetectors The research to performant
semiconductor photodetectors has been largely driven by the need for com-
pact detectors that can operate in the magnetic field of an MR scanner.

Drawbacks of the semiconductor detectors are their sensitivity to tem-
perature and bias voltage changes. Additionally, they often need dedicated
cooling to lower the amount of dark counts, which are thermally generated
charge carriers.

PN photodiode PN photodiodes have not been used for scintillator
read-out; they are mentioned here because the PIN photodiode is based on
the PN photodiode.

The resistivity of the depletion region, which is formed by reverse biasing
a PN junction is very high. Because of this, the majority of the voltage and
the electric field are present across this region (see Fig. 2.40). Electron-
hole pairs are generated when a photon is absorbed in the semiconductor.
These electrons and holes will experience a strong electromotive force in
the depletion region where there is a large electric field. The electromotive
force in the depletion region will move the electrons to the cathode and the
holes to the anode. This charge movement then leads to an induced current
[76][77] which can be sensed by the read-out electronics.

The measured current (A in Fig. 2.40) is the sum of a leakage current
(or the dark current) and the photo-current.

A strong reverse bias is used; this has the advantage of a thicker photo-
sensitive region, a faster electron-hole collection (the electron and hole ve-
locity increases with the strength of the electric field) and a lower junction
capacitance. A lower junction capacitance results in a smaller amplification
of the pre-amplifier’s voltage noise. Noise on the photodetector’s signal will
degrade the energy and spatial resolution of the detector.

PIN photodiode A PIN diode is a PN diode with a high-resistivity
intrinsic semiconductor (n = p) layer between the P and the N regions. By
doing this, the depletion region extends and as such, the sensitive volume
of the diode increases and the capacitance decreases.

The QE of a PIN diode is much higher than that of a PMT, typical values
are 70%-80%. The problem is that, unlike with a PMT, the diodes do not
have an internal gain mechanism. Because of this, low-noise electronics
are needed to amplify and filter (or shape) the photo-current. The energy
resolution of these detectors is mainly defined by electronic noise and not
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Figure 2.40: The photo-sensitive part of a photodiode is the depletion region.

by photo-electron statistics.
PIN photodiodes have been used as photodetector in PET and SPECT

detectors. An advantage of the PIN photodiodes compared to the PMTs and
PSPMTs is that a photodiode can be used at both sides of the scintillator.
A silicon photodiode is thin compared to a bulky PMT and can be employed
on the scintillator’s front side. Reading out a scintillator at both sides can
be used to estimate the DOI [78, 79].

Gruber et al. [80] have built a SPECT detector for breast cancer imaging
that consists of a pixelated CsI(Tl) scintillator and PIN silicon photodiodes.
Each scintillator pixel is individually read out by a photodiode (one-to-one
coupling). The photodiodes’ quantum efficiency spectrum matches well
with the emission spectrum of CsI(Tl) resulting in an energy resolution of
10.7% for 140 keV gamma rays. This detector is very compact and event
positioning is drastically simplified by making use of one-to-one coupling.

Avalanche photodiode (APD) Avalanche photodiodes (APD) do have
an internal gain mechanism in contrast to PN and PIN photodiodes. The
special geometry and bias voltage allow for avalanche multiplication. Nor-
mally, the bias voltage is set below the APD’s breakdown voltage. When a
photon is absorbed and electron-hole pairs have been formed, then the elec-
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Figure 2.41: A Geiger-mode APD needs quenching. The simplest method is to
use passive quenching by putting a resistor in series with the APD.

trons are accelerated by a high electric field. By doing so they gain energy
and, if their energy is large enough, they can generate new electron-hole
pairs by impact ionization. Because of this, the APD signal has a gain.
The output is thus amplified and relates to the amount of light photons
detected. The gain is typically in a range from 100 to 1000 and is sensitive
to the bias voltage and to the temperature; a stable bias and temperature
are mandatory for good operation.

One can also operate an APD above its breakdown voltage (Geiger-mode
APD). In that case, the avalanche is self-preserving (Geiger discharge) and
the APD’s current has to be limited by quenching; otherwise the device can
become defective. Quenching can be done by using active components or
by using passive components. An example of passive quenching is shown
in Fig. 2.41. When a light photon is detected then a large current is
created by the Geiger discharge. This current causes a voltage drop on the
quenching resistor. Because of this, the APD’s bias voltage drops and the
Geiger multiplication stops. The APD current is again low when the APD
has recovered. After recovery, the APD is ready for a new detection. At first
sight, this might not be an interesting operation mode because in this mode
the APD’s current is not related to the amount of detected light-photons.
The Geiger-mode APD is the key component of the silicon photomultiplier
(SiPM), which is described in the next section.

APDs have been used to build detectors for PET and SPECT (e.g.
[81][82]). The LabPET scanner is an APD based PET scanner for imag-
ing of small animals [83]; the Siemens whole body simultaneous PET-MR
scanner makes use of APDs [84].

Silicon photomultiplier (SiPM) The silicon photomultiplier [85]
(SiPMs, or multi-pixel photon counter (MPPC)) is currently being con-
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Figure 2.42: A SensL SiPm array; the pixel size is 3 mm x 3mm (image courtesy
of SensL).

sidered as being the best candidate for replacing the PMT in PET(-MR)
scanners.

These compact photodetectors are available in a wide variety of sizes, they
provide a large gain, offer a fast response, are insensitive to magnetic fields
and are available from several manufacturers (Hamamatsu, FBK-AdvanSiD,
SensL, RMD, ...).

A SiPM basically is an array of thousands of Geiger-mode APDs, all
connected in parallel. Each combination of an APD and its associated
quenching is called a microcell (a typical size of a microcell is 50µm×50µm).
The probability, with low light-levels, that multiple light photons hit the
same microcell is low, thus each microcell functions as a binary, digital
device (light is detected or light is not detected). The sum of all the
microcells is calculated analog (all the microcells are placed in parallel) and
provides a measure for the amount of detected light photons. Saturation
can occur at higher light-levels, when the probability of multiple photons
incident on one microcell is no longer negligible. The typical gain of a SiPM
is 106, similar to a PMT.

The detection efficiency of a SiPM is lower than the QE of a Geiger-mode
APD due to the geometric efficiency of the microcell array [86]:

εGeo = Asensitive

Atotal
, (2.35)

where Asensitive is the sum of all the microcell sensitive areas and Atotal is
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Figure 2.43: A SiPM consists of an array of thousands of Geiger-mode APDs, all
placed in parallel.

the total area of the SiPM. The photon detection efficiency (PDE) is equal
to:

PDE = QEMicrocell × εGeo × εGeiger , (2.36)

where εGeiger is the probability that a Geiger discharge is triggered.
Typical values for the fill factor are in a range of 20-80%, εGeiger is typically

in a 0.5-1 range, and, the QE is typically larger than 80% for visible light
[87].

SiPMs have been used for a variety of PET detectors, mostly for use in the
magnetic field of an MR scanner (e.g. [88][89]). Similar to the photodiodes,
SiPMs are thin, and allow for front-side readout. Schaart et al have used
this to obtain a higher spatial resolution [88]; for optimal spatial resolution
it is beneficial to couple the photodetector close to the interaction position
and the majority of interactions occur at the front side of the scintillator.

dSiPM The digital SiPM (dSiPM) was introduced by Philips Digital
Photon Counting [90] in 2009. Here, the binary nature of the microcell
is fully exploited by changing the readout from analog (SiPM) to digital
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Figure 2.44: An 8x8 array of dSiPMs. The pixels size is 3.2 mm x 3.8 mm.

(dSiPM). This device uses active quenching, by doing so the microcells can
be recharged in a controlled manner. The number of triggered microcells
are counted and transmitted by the on-chip digital electronics. The device
is recharged when a time counter exceeds a programmable value. The time
counter is reset at the start of the scintillation event.

The dSiPM also incorporates a time-to-digital converter that can be used
for accurate event time-stamping (for TOF-PET).

This approach leads to a new detector architecture. With traditional ana-
log PMTs, PSPMTs, diodes or APDs one has to post-process the analog
outputs. In most cases this involves amplification, filtering and digitization.
A gamma-camera might involve hundreds of channels and because of this
the post-processing electronics is often implemented in an application spe-
cific integrated circuit (ASIC). The required electronics are power-hungry
and this leads to large power requirements and heat dissipation. Basically,
the design of a SPECT or PET detector becomes increasingly difficult when
so many channels have to be processed. With the digital dSiPM this is dif-
ferent. Here, the sensor itself has a digital output. The main difficulty now
becomes a digital bandwidth problem because all the sensor data has to be
transmitted to a digital processing board. This reduction of read-out elec-
tronics is a large advantage for PET-MR systems where space restrictions
and heat dissipation are of major concern.

To date, the usage of this promising technology is not yet widespread,
this is mainly due to the fact that the devices are only available from a
single supplier (Philips Digital Photon Counting). Seifert et al. [91] have
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coupled a monolithic 24 x 24 x 10 mm3 LSO(Ce) scintillator to a dSiPM
and obtained an average spatial resolution of 1 mm FWHM for 511 keV
gamma photons. A dSiPM based SPECT detector was built by Bouckaert
et al. [92]. They coupled a 32 x 32 x 2 mm3 monolithic LYSO scintillator
to a dSiPM and obtained a resolution of 486 µm.

Recently, Philips Medical Systems has announced the Vereos time-of-
flight PET/CT scanner that uses dSiPMs one-to-one coupled to a pixelated
scintillator.

Silicon drift detector (SDD) A silicon drift detector (SDD) employs
a series of electrode rings to generate an electric field that is parallel to
the detector’s surface. Due to this transversal field, the electrons that are
generated when a photon is absorbed, drift towards a small collection anode
that is positioned in the center of these rings. The collection anode has a
low capacitance that is independent of the SDD’s active area, this allows
to build photodetectors with a large active area and with very low noise.
SDDs are typically cooled to approximately -5◦C .

The advantages of the SDD-based detectors are that they are compact
and offer a high quantum efficiency (70 % at 565 nm). Their active area can
be in a range from a few mm2 to some cm2 [93]. SDDs remain functional
but show a reduction in signal amplitude when operated in a large magnetic
field [94].

Fiorini et al. have designed and evaluated several SDD based scintillation
detectors.

An intrinsic spatial resolution better than 200 µm and an energy resolution
of 14% for 122 keV gamma photons was measured with a monolithic array
of 19 hexagonal SDDs (total sensitive area 95 mm2) and a 3 mm thick
monolithic CsI(Tl) crystal [95]. Each SDD is hexagonal and has an area of
5 mm2 and an inner diameter of 2.4 mm.

Another SDD-based detector is the HICAM gamma camera [96]. This
camera has a 12 x 10 cm2 FOV and employs 100 SDDs (active area 1
cm2) coupled to a 10 mm thick monolithic CsI(Tl) scintillator. Using this
detector, an intrinsic resolution of 0.8 mm and an energy resolution of 20%
were obtained.

Electron-multiplying charge-coupled device (EMCCD) An
electron-multiplying charge-coupled device (EMCCD) is a CCD which has
an internal gain mechanism; this gain mechanism is based on impact
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Figure 2.45: The Hamamatsu ImagEM EM-CCD camera uses a 512 x 512 EMCCD
sensor and has a frame rate of 70 frames/s. The sensor is cooled to -65◦ C. Image
courtesy of System Division, Hamamatsu Photonics K.K.

ionization. An EMCCD is cooled to reduce the dark counts.
CCD-based sensors require a special event discrimination and energy cal-

culation algorithm because they are read out at a certain frame-rate while
a PMT/SiPM/APD based system is read out when an event is detected.

EMCCD’s are expensive and are only available for small sensitive surfaces.
Lenses or optical tapers can be used to demagnify a large scintillator on an
EMCCD [97]. An example of an EMCCD is shown in Fig. 2.45.

These photodetectors have been used to build very high spatial resolution
detectors (an Ri of 65 µm has been reported) [60], the energy resolution is
worse than the energy resolution of PMT based detectors (ERes worse than
50%) [98, 99].

2.5.2.7 Event positioning

2.5.2.7.1 Introduction Scintillation detectors are indirect conversion
detectors. The scintillator emits light photons where the gamma photon
interacts. This results in a lightspread which is measured by the photode-
tectors. Then, a positioning algorithm is used, which uses the measured
lightspread, to estimate the position of interaction. SPECT detectors out-
put an X and a Y coordinate and do not provide depth of interaction (DOI)
information.
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An ideal positioning algorithm is accurate (accurate positioning leads to
a better detector resolution), does not require additional hardware (to limit
cost and power requirements of the detector), does not require a lengthy
calibration and is fast (the positioning should not lead to a substantial longer
processing time).

In this section we present three positioning methods: center of gravity,
maximum likelihood and k-nearest neighbor.

2.5.2.7.2 Center of gravity (COG) The center of gravity (COG)
method was developed by H.O. Anger [59]; it is also known as Anger logic.

The need for sufficient sensitivity at large distance in clinical SPECT
results in low resolution collimators with large holes (e.g. 7 mm collimator
resolution at a height of 10 cm). The detectors of such a SPECT system
typically have a 3 mm intrinsic detector resolution. Due to this an improved
detector resolution will only result in a marginal increase in system resolution
(see formula 2.9).

The COG event positioning algorithm is traditionally used for those clinical
detectors. It does not result in the optimal spatial resolution but it is easily
implemented in hardware and it only needs limited calibration.

The energy of an event is calculated as the sum of all photodetector
signals (Chargek):

Energy =
K∑

k=1
Chargek , (2.37)

where K is the total number of photodetectors.
The coordinates of interaction are calculated as follows:

Xi =
∑K

k=1(PhotoDetXCoordk × Chargek)
Energy

(2.38)

Yi =
∑K

k=1(PhotoDetYCoordk × Chargek)
Energy

(2.39)

PhotoDetXCoordk and PhotoDetYCoordk are related to the planar posi-
tion of the photodetector with reference to the center of the photodetector
array. The major advantage of this method is that it can be implemented
using analog electronics. The disadvantage is that it results in severe bias
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at the edges and in a suboptimal spatial resolution. The algorithm requires
a linearity correction to improve the distortions at the edges. Figure 2.46
shows the COG result of a measurement on a 49 mm x 49 mm x 5 mm
NaI(Tl) based detector [4]. A beam source is positioned on a 5 mm orthog-
onal grid. The first image (Fig. 2.46(a)) is the result of uncorrected COG
(by using formulas 2.37, 2.38 and 2.39). The points close to the edges of
the detector are warped towards the center of the detector. The measured
data improves when a linearity correction is used (Fig. 2.46(b)).

Figure 2.46: (a) COG algorithm without linearity correction and (b)COG algo-
rithm with linearity correction

2.5.2.7.3 Maximum likelihood Estimation (MLE) Maximum likeli-
hood estimation (MLE, [100, 101]) is a technique which requires a more
extensive calibration based on an orthogonal grid scan with a beam source.
The likelihood that an unclassified event occurred at a certain detector pixel
is calculated for all detector pixels. The position assigned to the unclassified
event is the detector pixel which has the largest likelihood.

Calibration and event positioning are explained in detail in the following
paragraphs.

Calibration Calibration data are acquired by scanning an orthogonal
grid with a beam source and acquiring events at each grid position (see Fig.
2.47). The data is energy-windowed so that the majority of the remaining
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calibration events are photoelectric events. After this, the event data is
scaled to make it independent of energy:

ScaledChargek = Chargek∑K
l=1(Chargel)

, (2.40)

where k and l are photodetector channel indexes.

Figure 2.47: (a) A robot stage is used to acquire calibration data. (b) The beam
source used to scan the detector consists of a narrow collimated beam.

One can now generate a histogram for each photodetector channel for
each calibration position. A Gaussian function is fit to each histogram
([101], others have used a Poisson distribution [100]). This is shown in Fig.
2.48. This results in a mean (µ) and a standard deviation (σ) for each
calibration position and for each channel k .

Filtering and interpolation are used to obtain values of µ and σ for a
denser grid (see Fig. 2.49). Fig. 2.49 shows the mean value of an anode
of a small gamma camera for different event positions, both measured and
interpolated values are shown.

Finally, this results in two matrices; one that contains the mean values
and one that contains the standard deviations. The number of elements in
these matrices equals the number of detector positions (or pixels) multiplied
by the number of photodetector channels.

Event positioning An unclassified event is represented by its photode-
tector values. First, the event data is scaled to make it independent of its
energy, similar to the scaling performed on the calibration data (see equation
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Figure 2.48: A histogram of the charge of a photodetector channel for a certain
calibration grid position. The histogram is fit with a Gaussian function.

2.40).
The likelihood that an unclassified event i occurred at detector pixel j is

Figure 2.49: The mean value of an anode of a small gamma camera for different
event positions. The measured and interpolated values are shown.
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calculated as:

Li ,j = Πk=K
k=1 Pi ,j ,k (2.41)

and,

Pi ,j ,k = 1
σj ,k
√

2π
exp

(
−ScaledChargei ,k − µj ,k

2σ2
j ,k

)
; (2.42)

where Pi ,j ,k is the probability that photodetector channel k has a value
ScaledChargei ,k when the event would have taken place at the position
of detector pixel j . ScaledChargei ,k is the scaled value of photodetector
channel k for the measured event i (eq. 2.40). The values µj ,k and σj ,k
have been derived from the calibration data (see previous section).

The estimated position of the event i is then set to:

Posi = arg max
j

(Li ,j). (2.43)

The log likelihood is often used because of its ease of calculation:

ln(Li ,j) = Σk=K
k=1 ln(Pi ,j ,k) (2.44)

with

ln(Pi ,j ,k) = − ln
√

2π − ln σj ,k −
(ScaledChargei ,k − µj ,k)

2σ2
j ,k

. (2.45)

When log-likelihood is used, then the estimated position of the event is
set to:

Posi = arg max
j

(ln Li ,j). (2.46)

Consider for example an event on a detector with 8 x 8 photodetectors;
this event has a measured lightspread as shown in Fig. 2.50. The log-
likelihood can now be calculated for each detector pixel, this is shown in
Fig. 2.51. The estimate of the point of interaction is then set to the
detector pixel with the maximum log-likelihood.

This basic MLE algorithm does an exhaustive search and calculates the
likelihood for every detector pixel. One can also use the contracting grid
MLE algorithm [102] which starts by searching the best position on a coarse
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Figure 2.50: The lightspread measured by an 8x8 array of photodetectors for an
event in the center of the detector.

grid and gradually makes this grid finer and smaller. The contracting grid
algorithm is faster than the exhaustive search because fewer likelihood cal-
culations have to be done.

2.5.2.7.4 k-nearest neighbor (k-NN) k-NN is another event position-
ing method which also needs an extensive calibration. This method is based
on the Euclidean distance between an unclassified event and the events from
the calibration data.

It was implemented for positioning scintillator events in a PET detector
by Maas et al. [82].

Calibration The calibration data is acquired by performing measure-
ments on a 2D orthogonal grid (similar to the MLE calibration). The data
is energy filtered and scaled (eq. 2.40); no further processing is done.

Event positioning The Euclidean distances from the lightspread of the
unclassified event i to the lightspreads of all the calibration events j is
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Figure 2.51: The estimate of the point of interaction is set to the detector pixel
with the maximum log-likelihood (see formula 2.46).

calculated.

Disti ,j =

√√√√ K∑
k=1

(ScaledChargei ,k − CalibScaledChargej ,k)2 (2.47)

ScaledChargei ,k is the scaled charge of photodetector channel k for event
i . CalibScaledChargej ,k is the scaled charge of photodetector channel k for
calibration event j .

A nearest neighbor list of m events is computed which contains the m cal-
ibration events with the smallest Euclidean distance and their corresponding
calibration position, m is a constant and is typically set to 200 [82]. The
position of interaction is now estimated as the calibration position that has
most entries in this list.

This method is computationally very demanding, a typical calibration set
can contain for example 107 events. For one unclassified event, the distance
has to be calculated to all the calibration events and after each distance
calculation, the nearest neighbor list has to be updated.

Some improvements in accuracy and processing speed of this method are
presented in [103]. By making use of the full nearest neighbor list (in stead
of only the most occurring calibration position in the nearest neighbor list)
they were able to further improve the spatial resolution by approximately
10% to 25%. Processing and calibration speed was improved by using less
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calibration events. Additionally, they investigated the usage of a line source
in stead of a beam source for calibration; such a line source allows for faster
calibration whithout loss of spatial resolution.

2.5.3 Semiconductor detectors

2.5.3.1 Introduction

As opposed to the indirect conversion detectors (scintillation detectors)
there are also direct conversion detectors, based on semiconductors. The
most frequently used semiconductors for gamma-ray detection are listed in
table 2.6.

Semiconductor detectors for gamma photons show a lot of similarities to
the photodiodes used to detect light photons. The semiconductor detector
is also a diode which is reverse biased and, also here, the depletion region is
the only sensitive part of the detector. An incident gamma photon gives rise
to one or multiple energetic electrons, these lose energy by ionization and
this results in the creation of electron-hole pairs. The electrons and holes
drift to opposite sides due to the electric field which is strongly present
in the depletion region. This charge movement then leads to an induced
current [76][77] which can be sensed by read-out electronics.

The reverse bias voltage should be high to enable efficient charge collec-
tion and to obtain a thick and low-capacitive depletion region. This high
voltage will result in a leakage current which is inherently noisy. Careful de-
sign and adequate cooling should make sure that the noisy leakage current
does not mask the small current caused by gamma-radiation.

One of the main drawbacks of scintillation detectors is their moderate
energy resolution which is mainly due to the indirect conversion and Poisson
statistics. Consider for example a NaI(Tl) scintillator where 26 eV is required
to generate a light photon (see table 2.4). However, the photodetector QE
should also be considered (typically 35% for a PMT). This means that in
fact 74 eV is required to create one photo-electron at the PMT’s cathode.

This is different for a semiconductor detector. Here, the amount of col-
lected electron-hole pairs determine the statistics. The energy required to
create an electron-hole pair in a semiconductor is much lower than the
energy required to create a photoelectron at the photocathode of a PMT-
based scintillation camera (see table 2.6). A 140 KeV gamma photon creates
about 1892 photo-electrons at the cathode of a typical PMT (considering
ideal photon collection) for a NaI-PMT system; the same gamma photon
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Table 2.6: Semiconductors for gamma-ray detection [105][106]
Name Density Att. at Required energy Band gap

(g/cm3) 140 keV (cm−1) per e-h pair (eV) (eV)
Si 2.33 0.02 3.61 1.11
Ge 5.32 0.72 2.98 0.66
CdTe 5.85 3.22 4.43 1.44
CdZnTe (CZT) 5.82 3.07 ∼5 2.2

creates 28000 electron-hole pairs in a CZT detector. Additionally, the Fano
factor of semiconductor detectors is much smaller than 1 (e.g. a value
of 0.143 has been reported for silicon [104]). Because of this, the energy
resolution of a semiconductor detector is not limited by Poisson statistics
but by other noise sources such as the leakage current and the electrode
capacitance.

The energy resolution of a CZT detector is approximately 5% for 140 keV
gamma photons, while a NaI(Tl) scintillation detector’s energy resolution is
typically 10%.

Semiconductor detectors are generally more compact than scintillator
based detectors and are only minimally affected by the magnetic field of
an MR scanner [107].

Two geometries are commonly used for semiconductor detectors: the
pixel detector and the double-sided strips detector (DSSD). Pixel detectors
use a pixel pattern on one side of the crystal (typically the anode side),
see Fig. 2.52(a); the other side (typically the cathode) is a plane. The
DSSD, see 2.52(b), uses strips on anode and cathode side. The interaction
position has to be estimated by combining the two strips which gave a
simultaneous signal. The advantage of the DSSD is the reduction in read-
out channels. The drawbacks are that both anode (referred to ground) and
cathode (referred to a large bias voltage) have to be read and that the
electrode capacitance is larger.

Different semiconductor detectors exist, here we discuss silicon detectors,
germanium detectors and CZT detectors. Semiconductor detectors are not
frequently used for SPECT systems because of their high price tag. CZT is
by far the most frequently used semiconductor detector for SPECT systems
[48, 108, 109].
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Figure 2.52: (a) A pixelated detector and (b) a double-sided strip detector
(DSSD). The advantage of the DSSD is the reduced number of channels.

2.5.3.2 Silicon

Silicon finds wide usage for the production of integrated circuits. Because of
this, purified silicon is widely available and a lot of experience in processing
silicon is present. Silicon shows good energy resolution and, due to its
relatively high band gap, it can be used at room temperature.

The drawback of silicon detectors is their low detection efficiency. The
sensitive volume of a semiconductor detector is limited to the depletion
region. This region can be enlarged by increasing the voltage; the voltage
should however always be less than the diode’s breakdown voltage. At
fixed voltage, the depletion depth can be further increased by reducing
the amount of impurities [33]. Silicon crystals can not be produced with
sufficient purity to build thick detectors with high detection efficiency for
gamma rays, the maximum thickness of a silicon detector is limited to 2 mm
[110]. Several detectors can be stacked to further increase the detection
efficiency.
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Silicon has been used to image low-energy x-rays and gamma-rays. Shok-
ouhi et al. [111] used a 1 mm thick 60.4 mm x 60.4 mm Silicon DSSD to
image 125I; their detector has a detection efficiency of 39% at 30 keV and
a spatial resolution of 59 µm.

2.5.3.3 High-purity germanium (HPGe)

Germanium has a good stopping power for gamma rays. In contrast to
silicon, high purity germanium is available and this makes it possible to
build thick HPGe detectors. HPGe shows an outstanding energy resolution
(1% at 140 keV) but the detector needs cryogenic cooling due to the small
band gap. Johnson et al. [61] used a HPGe DSSD detector (90 mm
diameter, 10 mm thick, cooled to 60 K, 600 V bias voltage) for SPECT
imaging. This detector has an energy resolution of 0.96% at 140 keV. The
spatial resolution is better than the strip width because the neigboring strips
are also used to estimate the position. By doing so a spatial resolution of
1.5 mm is obtained. The detection efficiency is low (43.3%) due to the
inter-strip gaps (19% of the detector area) and due to Compton scattered
events that distribute their energy across multiple strips.

2.5.3.4 CdTe and CdZnTe (CZT)

CdTe and CdZnTe are semiconductor materials that have found relatively
widespread use in SPECT imaging [48, 108, 109, 112–114]. They have a
good stopping power for gamma rays (see table 2.6) and they can operate
at room temperature. Poor hole-mobility in these semiconductors leads to
a depth-dependent signal that results in a low-energy tail in energy spectra.
This can also be used advantageously, the DOI can be estimated based on
the ratio of the signals from the cathode and the anode [115].

GMI’s Triumph triple-modality system [48] uses CZT detectors for the
SPECT scanner. These gamma camera’s have a surface of 12.7 cm x 12.7
cm; they consist of 5 x 5 CZT tiles. Each tile is a 16 x 16 pixel module;
the pixel pitch is 1.6 mm. Different CZT modules are tiled because CZT is
not available in large sizes.
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2.6 SPECT image reconstruction

2.6.1 Introduction

The first part of this introductory chapter has focused on SPECT instru-
mentation. The instrumentation allows to acquire projection data which
are acquired for a multitude of angles. Image reconstruction is used to
derive from this projection data a three-dimensional image of the tracer
distribution.

There are two classes of image reconstruction algorithms: analytical re-
construction algorithms (e.g. filtered back projection) and iterative recon-
struction algorithms (e.g. maximum likelihood expectation maximization).

Filtered back projection (FBP) is an analytical reconstruction algorithm
and is still commonly used for CT scanners. These scanners use large
projection data (high-resolution detectors are used and data are acquired
for numerous angles) that have to be reconstructed in a reasonable amount
of time, and, due to this, FBP is used. Additionally, the line integrals
used by the FBP algorithm are a good approximation of the CT acquisition
geometry. Finally, data are high-count which means that extensive noise-
modeling is not necessary.

The situation is different for SPECT imaging [116], where the projection
data are smaller, and, the reconstruction speed is less of an issue. Here,
iterative methods are mostly used because they allow for better modeling
of the imaging chain (collimator resolution, detector resolution, scattered
gamma photons, attenuation in the patient) which results in higher resolu-
tion and less noisy images. Due to this, iterative reconstruction methods
generally provide better image quality than the analytical methods.

In the next section we describe the general iterative approach and the
maximum likelihood expectation maximization (MLEM) algorithm. MLEM
is currently the most frequently used algorithm for SPECT and PET image
reconstruction.

2.6.2 Algorithm

The projection data acquired by the gamma camera can be modeled as:

pi =
∫
FOV

f (x , y , z)hi (x , y , z)dxdydz . (2.48)

Where pi represents the value of detector pixel for a certain acquisition
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angle (i ∈ [1 I ], with I = A× D, where A is the number of angles and D
the number of detector pixels), the total set p contains all detector pixels
at all projection angles. The hi (x , y , z) kernel represents the probability
that a photon originating at position (x , y , z) is detected by pixel/angle i ;
this kernel is a mathematical description of the system. It includes physical
effects like sensitivity, resolution and collimator penetration. The tracer
distribution is represented by f (x , y , z). The task of image reconstruction
is to find back f based on the projection data p and a derived system
description h.

The tracer distribution f is described here as a continuous function. In
practice, f is discretized to voxels. The equation then becomes:

pi = ΣK
k=1fkhik . (2.49)

Here, fk represents the tracer concentration in voxel k ; K is the total number
of voxels. The system is now described by a matrix: hik is the probability
that a photon originating in voxel k is detected by detector pixel/angle i .
The matrix H, which contains the elements hik with i ∈ [1 I ] and k ∈ [1 K ]
is called the system matrix.

Equation 2.49 can now be rewritten as a matrix multiplication:

p = Hf . (2.50)

The better H describes the SPECT system, the more accurate the re-
constructed image f̂ will be. The problem, to estimate f̂ from p and H, is
solved by making use of iterative methods that search a solution by succes-
sive estimates.

The basic iterative reconstruction scheme is shown in Fig. 2.53. The
first image estimate is typically a uniform image. This image is forward
projected to derive the estimated projections, these are then compared with
the measured projections. This comparison results in a projection error,
which is backprojected to obtain an error in image space. The image error
is used to update the image estimate. This loop is executed several (typically
30-500) times to obtain the final image estimate.

The iterative algorithms differ in the way that the projections are com-
pared and the image estimate is updated.

Maximum likelihood expectation maximization (MLEM) [117] takes Pois-
son noise on the projection data into account; MLEM calculates the 3D
image that has the highest likelihood to produce the measured projections
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Figure 2.53: Iterative image reconstruction algorithms differ in the way the calcu-
lated and measured projections are compared, and, in the way the image estimate
is update.

p. Here, the comparison step is a division of the estimated projections by
the measured projections, the update step is a multiplication by the image
error. This is depicted in 2.54.

MLEM can be mathematically described as:

f t+1
k = f tk

ΣI
i=1hik

ΣI
i=1hik

pi
ΣK
k=1hik f

t
k

, (2.51)

where t is the loop index.
The start image f 0 for this iterative algorithm is typically set to a uniform

non-zero image. The MLEM algorithm can be subdivided into several steps.
In a first step, image estimate f t is forward projected:

FWProj = ΣK
k=1hik f

t
k (2.52)

The forward projected estimate is then compared to the measured pro-
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Figure 2.54: The iterative MLEM image reconstruction algorithm.

jections by taking the ratio:

Compi = pi
FWProji

. (2.53)

This comparison is backprojected into image space:

BackProjk = ΣI
i=1hikCompi . (2.54)

The new image estimate is then calculated as the backprojected data,
normalized and multiplied by the current image estimate:

f t+1
k = f tk

ΣI
i=1hik

BackProjk (2.55)

Fig. 2.55 depicts a reconstructed Derenzo phantom at 10, 50 and 100
iterations. Increasing the number of iterations results in improved resolution
but also in a noisier image.
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Figure 2.55: Reconstructions of a Derenzo phantom at 10, 50 and 100 iterations.

2.6.3 System matrix

In the previous section we have introduced the concept of iterative image
reconstruction. Image reconstruction makes use of forward projection from
image to projection domain, and, of back projection from projection domain
to image domain. These steps are described by eq. 2.52 (forward projection)
and by eq. 2.54 (back projection). Both equations make use of the system
matrix H. This matrix is a description of the SPECT system, it contains
the detector response (or point-spread function) of each voxel.

In practice, the forward and back projection operators can be implemented
in two ways.

A first method does not store the full system matrix but calculates its
elements on the fly. Forward projection is implemented by ray-tracing from
each voxel, through the collimator hole(s) onto the detector. Back pro-
jection is implemented by tracing a ray from each detector pixel through
the collimator hole(s) and through the image space. Resolution modeling
can be done by using, for example, several rays for a collimator hole [118].
The advantage of this approach is that it is easier to incorporate patient
dependent effects (such as patient attenuation).

The second method uses a full system matrix which has been calculated
in advance (before performing actual reconstructions). This computation
can take a substantial amount of time and has to be repeated when the
geometry changes. The system matrix is large and is stored as a sparse
matrix to reduce computation time and computer memory. System matrix
calculation can be (partially) based on measurements of the system matrix.
Such measurements include stepping a small point source through the image
space by making use of a 3D robot stage. By using measurements the whole
instrumentation chain is taken into account and, one can accurately define
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the system matrix, which can result in an additional gain in system resolution
[119].

2.7 Summary

In this introductory chapter we have introduced the complete SPECT imag-
ing chain.

The most frequently used collimators have been presented and we have
introduced the two main collimator performance parameters: sensitivity and
resolution. The collimator geometry that will be presented in chapter 4 is
derived from the pinhole collimator.

We have also introduced the different detector types. In the next chapter
and in chapter 6 we present two compact scintillator-based high-resolution
detectors. We have also introduced three event-positioning algorithms; an
additional new algorithm will be introduced in chapter 6.

Two pre-clinical SPECT systems have been built that use these compo-
nents; these are presented in chapters 5 and 8. Image quality phantoms
have been measured on both systems and the images have been recon-
structed using MLEM, this image reconstruction method was introduced
here in section 2.6.
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Chapter 3

A compact high-resolution
detector based on a NaI(Tl)
scintillator

3.1 Introduction

This chapter focuses on a high-resolution gamma ray detector. In the in-
troduction we will first present some existing detector designs, then the
advantages of high-resolution detectors will be discussed. Finally, we will
introduce the concepts of our detector.

Other researchers have presented high-resolution detectors before. Some
of these detectors offer an impressive intrinsic resolution but have the draw-
back of a mediocre energy resolution and/or detection sensitivity. In most
cases, a high spatial resolution scintillation detector is obtained by minimiz-
ing the lightspread on the photodetectors which can be done by using a thin
scintillator. However, the drawback of this is a lower detection sensitivity.
Additionally, reflectors on the scintillator are sometimes avoided and this
has as consequence a worse energy resolution. Miller et al. [120] developed
a high-resolution detector for the FastSPECT III system that consists of a
thin columnar CsI(Tl) scintillator, an image intensifier and a fast-frame-rate
charge-coupled device (CCD). The intrinsic resolution of this detector is 100
µm. Others used an EMCCD in combination with thin columnar CsI(Tl)
scintillators [99]. A drawback of these detectors is their low sensitivity due
to the thin scintillator. SiPMs and an EMCDD were coupled to a 3 mm
thick CsI(Tl) scintillator by Heemskerk et al. [98]. Such a detector has a
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better detection efficiency (66%) due to the thicker scintillator; a spatial
resolution of 160 µm and an energy resolution of 49% was obtained for
140 keV gamma rays. Pani et al. compared several scintillators [121] and
achieved an energy resolution of 9% and an intrinsic resolution of 0.9 mm
with a 5 mm thick LaBr3(Ce) scintillator coupled to a PSPMT. Drawbacks
of this scintillator material are its high cost and the fact that LaBr3(Ce)
is more hygroscopic than NaI (Tl). Finally, Meng et al. [114] have build
a semiconductor gamma-ray detector, based on 1 mm thick CdTe with a
pixel pitch of 350 µm. Drawbacks of this detector are the low detection
efficiency (due to the thickness of the detector), the complexity of the read-
out system and the high cost. On the other hand, solid state detectors like
this have an outstanding energy resolution (3% FWHM at 140 KeV).

All SPECT systems suffer from the resolution-sensitivity trade-off. Rogul-
ski et al. [28], Nillius et al. [36], Goorden et al. [29] and Van Holen et al.
[1] have studied this in detail and have shown the benefits of high-resolution
detectors for pinhole SPECT systems. A high-resolution detector could for
example lead to a higher sensitivity [1, 28, 29] or to a more compact SPECT
system [1, 36]. Van Holen et al. [1] have developed a design procedure for
SPECT systems that use cylindrical detectors and collimators; this pro-
cedure derives the system having the highest system sensitivity, based on
a certain target system resolution. One of the input parameters of this
procedure is the intrinsic detector resolution Ri . When a higher-resolution
detector is used then less magnification is required and the detector can be
positioned closer to the pinhole. By doing so, more pinholes and detectors
can be positioned and, the system sensitivity increases. A fact that is of-
ten overlooked is that the mechanical design of a SPECT system becomes
less complicated (especially when it is a non-stationary system) if several
compact high-resolution detectors are used instead of bulky low-resolution
detectors that require a large magnification.

The standard clinical detectors use a thick (9.5 mm) and large NaI(Tl)
scintillator coupled to an array of PMTs. The COG-algorithm is used for
event positioning. Such detectors typically have a spatial resolution of 3
mm and an energy resolution of 10 %. Several design decisions were made
for our detector to improve the spatial resolution. First, we replaced the
thick NaI(Tl) scintillator by a 5 mm thick NaI(Tl) scintillator, this will
make the light spread smaller. The readout of this scintillator is not done
by PMTs but by a PSPMT, this allows to sample the light spread with a
higher resolution. Finally, an MLE algorithm is used to position the events.
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Figure 3.1: The NaI(Tl) scintillator. Dimensions are in mm.

3.2 Scintillator and PSPMT

A NaI(Tl) scintillator is used for our detector. NaI(Tl) is frequently used for
SPECT detectors and due to this it can be obtained from several vendors
at an acceptable price. Besides this, it also has a high light output. The
main drawback of NaI(Tl) is that it is hygroscopic and requires packaging.
Our NaI(Tl) scintillator has a 49 mm x 49 mm surface and is 5 mm thick.
The scintillator has reflecting edges and top surface to improve the amount
of detected light photons, which results in an improved energy resolution
(eq. 2.24). The scintillator is depicted in Fig. 3.1.

The Hamamatsu H8500 PSPMT is optically coupled to this scintillator.
This PSPMT has 8x8 anodes and an active area of 49 mm x 49 mm. We also
considered the Hamamatsu H9500 PSPMT; this PSPMT has 16x16 anodes.
It is however an expensive device and it is not possible to implement the
readout of this PSPMT using commercial off-the-shelf parts on a compact
printed circuit board (PCB). SiPMs were not considered for this design
because these devices were not yet widespread and still very expensive at
the time of development. The high-voltage of the PSPMT is set to 900V.
The voltage was decreased from 1000V to 900V after observing saturation
effects at high count rates. These effects are probably caused by the increase
in anode current when the count rate is high.
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Figure 3.2: Four boards are used to do the readout of the PSPMT. The PSPMT
and scintillator are in the aluminum block on the right.

3.3 Readout electronics

The Hamamatsu H8500 PSPMT has 64 anodes, these are connected to 4
output connectors, those connectors all have a similar pin out. Because of
this, four identical boards are used for readout of the whole PSPMT. The
nickname SPECTatress readout was given to these boards. Fig. 3.2 shows
the complete detector.

Such a readout board digitizes and processes 16 channels. A 1 Gbit
Ethernet switch is used to connect the 4 boards to a PC. Fig. 3.3 shows
the different parts of the readout printed circuit board (PCB). The PCB
has 10 layers, this was necessary for several reasons: some of the traces
are impedance controlled traces and require a reference plane, digital and
analog traces have to be separated to avoid crosstalk issues and finally, a
large amount of power supplies are used and each power supply requires a
local plane.

3.3.1 Pre-amplifier

Traditional pre-amplifiers for a PMT consist of an integrating amplifier (with
active or passive reset) and a pulse-shaper. The output of the pulse-shaper
is then digitized by an analog to digital converter (ADC). These circuits
often have AC-coupling and require an analog baseline correction circuit.
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Figure 3.3: The PCB has the following circuitry (from left to right): pre-amplifiers,
ADCs, FPGA and Ethernet circuitry.

The footprint of the total circuit when implemented with off-the-shelf com-
ponents is rather large.

For this reason a different approach was used for the readout electronics
of our detector. A compact low-pass filtering current to differential voltage
amplifier has been designed (Fig. 3.4). In contrast to traditional pre-
amplifiers, where the PMT current is integrated using analog electronics,
the amplifier output is digitized and the integral is calculated as a discrete
sum in the field-programmable gate array (FPGA). An FPGA is used to
process the data because FPGAs can be reprogrammed and are much less
expensive (for small batches) than application specific integrated circuits
(ASIC).

Fig. 3.5 shows a simulation of a current pulse from a PMT an-
ode (I(PMTAnode)) and the output of the pre-amplifier (V(Outlp+) and
V(Outlp-)); the 99% settling time is 2.1 µs. The integral of the differential
output voltage (V(Outlp+) - V(Outlp-)) over the length of one pulse (3 µs
in Fig. 3.5) is proportional to the integral of the current (I(PMTAnode))
over the length of one pulse, and, is thus also proportional to the amount
of electrons collected by one of the anodes of the PSPMT.
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Figure 3.4: The pre-amplifier converts the anode current to a differential voltage
which is suitable to be digitized by the ADC. Voffset and Vcm are bias voltages.

Figure 3.5: A SPICE simulation of the pre-amplifier. V(Outlp+) is the positive
pulse, V(Outlp-) is the negative pulse. Both output voltages have a positive DC
offset, this is caused by the positive Voffset voltage in the first stage of the pre-
amplifier circuit. The offset is required to bring the differential voltage within the
input range of the ADC.
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Figure 3.6: FPGA block diagram.

3.3.2 Analog to digital conversion

Each analog channel is digitized using one channel of an eight-channel ADC
(ADS5270). The main reason for selecting this ADC is that it provides 8
channels in a small package; additionally, the serialized LVDS (low voltage
differential signaling) outputs make PCB routing easier (only 10 digital
differential signals are required for 8 analog inputs) and only require a small
amount of FPGA pins. The ADC’s maximal sampling frequency is 40 MHz
and it has a 12 bit resolution, in this design the ADC uses a sampling
frequency of 20 MHz (40 MHz would probably not improve performance
and it has the drawbacks of a higher power consumption and more stringent
FPGA input/output constraints).

3.3.3 Digital processing

A block schematic of the FPGA is depicted in Fig. 3.6. The main blocks are
the deserializers, the integrators and the Ethernet core. The deserializers
convert the high-speed serial data streams from the ADCs to low-speed
parallel data streams. These parallel streams can then easily be processed
in the FPGA.

The integrators integrate the voltage pulses from the preamplifier. A
flowchart of an integrator is shown in Fig. 3.7.

When an incoming ADC sample exceeds the baseline by a certain thresh-
old, then a trigger is launched which triggers the other 15 channels and
the other three boards of the detector. This trigger starts the integration;
during a time period cPD (pulse duration constant) all samples are accumu-
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Figure 3.7: Flowchart of the integrator of channel 1.

lated while the baseline is subtracted (cPD is 2.5 µs, related to the settling
time of the input amplifier, 50 samples are used to calculate the integral
result).

The histogram of the incoming ADC data (Fig. 3.8) during a fixed period
will show a peak at the ADC code of the baseline (provided that the amount
of pulse pile-up still allows the signal to settle to the baseline). The baseline
searching algorithm (Fig. 3.9) searches for the peak in the histogram in a
sequential way. The first step counts the number of occurrences of a certain
ADC value (this variable is called V). The second step updates the baseline
variable with V if it occurred more than the baseline occurred. The third
step updates V; V sweeps through a range from cL to cU. The baseline of a
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Figure 3.8: Histogram of the ADC Data.

Figure 3.9: Flowchart of the baseline searching algorithm.
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channel is searched independently from the other channels; each channel can
have a slightly different baseline and this is mainly due to resistor tolerances
in the pre-amplifier.

Each integrator outputs a 24-bit number. This number is converted to a
13-bit floating point value (10 significant bits, 3 exponent bits) to lower the
amount of data that has to be transferred to the PC. A 140 keV interaction
in a NaI(Tl) scintillator results in approximately 5000 light photons that
are spread over the PSPMT cathode. We expect that a 13-bit floating
point number provides adequate dynamic range for one PSPMT channel; it
was not verified if more or less bits improve or deteriorate the performance.
The 16 floating point integrator results are stored in a FIFO (first in, first
out) memory. Data from the FIFO are then put in an Ethernet packet
when 20 events are available. The used Ethernet standard is 1000Base-T
(1 Gbit/sec), no additional protocols (e.g. TCP/IP) are used.

3.4 Event positioning software

The Ethernet packets are stored in a list mode file using a C++ program that
uses the WinPcap libraries [122]. A contracting grid graphics processing unit
(GPU) accelerated MLE algorithm is implemented for the event localization.

3.4.1 Calibration

The MLE algorithm requires calibration and this was done using a posi-
tioning robot and a beam source (355 µm beam diameter, 140 keV 99mTc,
see Fig. 3.10). The beam source is scanned on a Cartesian grid (1 mm
step, 46 x 46 positions) and 5000 events are measured at each position.
The scintillator measures 49 mm x 49 mm but only 45 mm x 45 mm is
calibrated with the beam source; this is done because event positioning on
the edges of the scintillator shows a large bias and, because the calibration
time is slightly reduced by not calibrating the edges of the scintillator.

Events recorded at a position are filtered to remove the scattered events.
This is done in a first step by energy windowing and in a second step by
using an Anger mask [123]. The Anger mask is a filter that only passes
events whose centroid position is within a certain distance (1 mm) of the
average centroid position of all the energy-filtered events (a 20% window is
used); this is depicted in Fig. 3.11.

A histogram based on the filtered events is then generated for each anode
at each robot position and a Gaussian distribution is fit to each histogram.
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Figure 3.10: The beam source which was used for the calibration and measure-
ments. The hole length of the collimator is 10 mm, the hole diameter is 355 µm .
This collimator is made of MT-17C (Midwest Tungsten, USA, see section 2.3 for
more information). The 99mTc container is typically filled with a total activity of
about 370 MBq.

Figure 3.11: All the energy-filtered events of one calibration position are posi-
tioned using the COG algorithm (green dots in the graph). The mean position is
calculated (red dot in the graph). Events whose position is more than 1 mm away
from this mean are not used for the calibration. The black circle depicts this 1 mm
border.
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The mean and variance of this Gaussian fit are stored (see Fig. 2.48 and
section 2.5.2.7.3).

An energy histogram is made for each robot position. The energy channel
containing most events (the peakchannel) is stored.

Additional filtering and generation of additional calibration points is done
by interpolating the means, the variances and the peakchannels in relation
to the calibration position. For this measurement interpolation was used to
obtain a 500 µm grid.

3.4.2 Event positioning algorithm and energy windowing

The MLE algorithm calculates the likelihood that an unclassified event oc-
curred at a calibration position; the position having the highest likelihood is
selected as the position of interaction (this is explained in section 2.5.2.7.3).
The basic MLE algorithm does an exhaustive calculation and calculates the
likelihood for every calibration position. We use the contracting grid MLE
algorithm [102] which starts by calculating a coarse grid and searching the
best position on this coarse grid, the grid is then gradually made finer and
smaller. The contracting grid algorithm is faster than the exhaustive search
because fewer likelihood calculations have to be done; it exploits the fact
that the likelihood surface is convex

When the event has been positioned it is filtered by energy windowing.
The energy window is centered on the peakchannel of the event position.
The energy window width is fixed for the whole detector (a window of 28
KeV, equal to 20% at 140 keV, is used).

Events that interact in the detector outside the 45 mm x 45 mm cali-
brated area are positioned on the border of the calibrated area by the MLE
algorithm. After positioning, an outside border of 1 mm is removed from
the detector image to remove those events. This results in a usable detector
area of 44 mm x 44 mm.

3.5 Spatial resolution and bias measurements

The spatial resolution and bias are measured by scanning the detector with
a beam source (Fig. 3.10, 140 keV 99mTc) on a Cartesian grid of points,
spaced by 5.5 mm (9 x 9 positions). 50000 Events were recorded at each
position. The distance from the beam source’s collimator to the detector
was 1 mm. The resulting data are processed with the MLE contracting grid
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algorithm. An energy window of 28 KeV is used. The result is shown in
Fig. 3.12.

One dimensional Gaussian functions are fit on horizontal and vertical pro-
files of the detector image. The spatial resolution of the detector (FWHMD)
is then equal to the FWHM of this Gaussian (FWHMGaussian) corrected for
the beam diameter (DBeam):

FWHMD =
√
FWHM2

Gaussian − D2
Beam. (3.1)

A value of 355 µm is used for the beam diameter (DBeam). In reality the
beam diameter is slightly larger because of penetration; additional beam
broadening takes place because the beam source collimator is at a non-zero
distance from the detector. The results that we obtain using eq. 3.1 are
thus a slight underestimation of the detector’s spatial resolution.

The bias is defined as the distance from the beam position on the robotic
stage to the µ (the mean) of the Gaussian fit on the detector image.

Spatial resolution and bias are the best in the center of the detector and
worsen towards the edges of the detector; the mean FWHM and bias of all
the beams is calculated for the full field of view (FOV) and for the central
field of view (CFOV, the length and width of the CFOV are 75% of the
length and width of the FOV, 33 mm x 33 mm).

The spatial resolution over the whole FOV is 1.64 ± 1.13 mm FWHM; the
bias is 0.59 ± 2.25 mm. The worst spatial resolution and bias are positioned
in the four corners of the detector; if we ignore those beam positions, then
a spatial resolution of 1.42 ± 0.29 mm and a bias of 0.22 ± 0.18 mm is
obtained.

The results are better for the CFOV because those do not contain the
beam measurements close to the edges of the scintillator. In the CFOV a
resolution of 1.24 ± 0.13 mm and a bias of 0.11 ± 0.05 mm were measured.

The results are summarized in table 3.1.
Fig. 3.13 shows a profile through this detector view at position X equal

to 21.5 mm and Fig. 3.14 plots a profile at position Y equal to 21.5 mm.
Gaussian functions have been fitted to the peaks in the profiles and these
are used to calculate the full width at half maximum (FWHM).

For a comparison, we have also performed COG event positioning. After
linearity correction, a spatial resolution of 1.95 mm is found for the central
5x5 beam positions (see Fig. 3.15).
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Figure 3.12: Detector view of the 5.5 mm grid scan (9 x 9 positions). The usable
detector area is 44 mm x 44 mm.

Figure 3.13: Profile of Fig. 3.12 at X=21.5 mm. The peaks have a (beam
diameter corrected) FWHM of 2.2 mm, 1.4 mm, 1.3 mm, 1.3 mm, 1.0 mm, 1.0
mm, 1.1 mm, 1.7 mm and 2.0 mm (from left to right).
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Figure 3.14: Profile of Fig. 3.12 at Y=21.5 mm. The peaks have a (beam
diameter corrected) FWHM of 2.1 mm, 1.4 mm, 1.3 mm, 1.1 mm, 1.0 mm, 1.0
mm, 1.1 mm, 1.4 mm and 2.1 mm (from left to right).

Figure 3.15: COG Event positioning (a) and linearity corrected COG event posi-
tioning (b). Only the central 5x5 beam positions can be distinguished. The mean
spatial resolution of the central 5x5 beam positions is 1.95 mm.
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Table 3.1: Spatial resolution
NaI(Tl)

Mean FWHM FOV (mm) 1.64 ± 1.13
Mean FWHM FOV, corners excl. (mm) 1.42 ± 0.29
Mean FWHM CFOV (mm) 1.24 ± 0.13
FWHM center (mm) 1.0
Mean bias FOV (mm) 0.59 ± 2.25
Mean bias FOV, corners excl. (mm) 0.22 ± 0.18
Mean bias CFOV (mm) 0.11 ± 0.05

3.6 Energy resolution measurements

An energy spectrum of each measurement on the 5.5 mm grid (section
3.5) is generated. This allows to examine the energy resolution at different
positions on the detector.

Fig. 3.16 shows the energy spectrum of a beam source positioned in front
of the center of the detector (X=21.5 mm and Y=21.5 mm). A Gaussian
function has been fit to the peak of the spectrum and this peak has a
FWHM of 9.3%. The energy resolution changes over the detector surface
(Fig. 3.17). The average energy resolution over the detector is 9.3 ±
0.04%. The maximum is 9.7% (in the corner of the crystal), the minimum
is 9%. The energy resolution degrades close to the edges and corners of the
crystal because the light photons experience more reflections before being
detected.

3.7 Detector count rate measurements

A syringe filled with 79.55 MBq 99mTc is positioned in front of a single hole
collimator (hole diameter 5 mm, collimator thickness 5 mm). The distance
from source to detector was 2 cm. One million events are recorded every
10 minutes; the total acquisition time varies due to the decaying source and
was 9 s for the first acquisition and 10 min for the last acquisition. An
energy histogram of each file is made and the number of events in a 28 KeV
energy window is stored in a vector.

Detector count rate does not show an exponential decay due to detector
non-linearity at higher count rates. An exponential decay of 99mTc is fit
to the measurements of the detector count rate at low count rates (the
low count rate zone is marked by the red triangles on Fig. 3.18). This
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Figure 3.16: Energy spectrum of a 99mTc beam pointed to the center of the
detector (solid line) and Gaussian fit (dotted line). The energy resolution is 9.3%
in the center of the detector.

exponential decay fit is the real count rate, Fig. 3.18 compares the real
count rate with the measured detector count rate.

The first plot (Fig. 3.18(a)) shows the measured count rate of all the
events (CRA) and an exponential fit (ExpFitCRA).

The second plot (Fig. 3.18(b)) shows the measured count rate of
the events in the energy window (CREW, a 28 KeV energy window is
used), an exponential fit (ExpFitCREW) and 80% of the exponential fit
(80ExpFitCREW).

The exponential fits (ExpFitCRA and ExpFitCREW) can be considered as
the real count rates.

80ExpFitCREW equals CREW at the time point 13h. This time point is
marked on both plots with a vertical line. At that time CREW is 29.7
Kcps and CRA is 52.3 Kcps. Twenty percent of the energy-windowed
events are then lost because 80% of the real energy-windowed count
rate (80ExpFitCREW) equals the measured energy-windowed count rate
(CREW).

Two different behaviors can be observed in Fig. 3.18. The first behavior
occurs from 0h to 6h; CRA shows a plateau. This is caused by the limit
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Figure 3.17: The energy resolution changes over the detector surface. The energy
resolution degrades close to the edges and corners of the crystal.

in the Ethernet bandwidth. At the same time CREW increases. This is
caused by the decrease in pulse pile-up; pulse pile-up occurs when a second
event occurs during the integration time (cPD) of a first event. The second
behavior is from 6h to 45h. The measured count rate CREW approaches
the real count rate ExpFitCREW due to a further decrease in pulse pile-up.
This can be concluded from the energy spectra at different time points and
is depicted in Fig. 3.20. The decrease in pulse pile-up is observed by looking
at the amount of events in channel number 2.2×105, this channel contains
the events caused by two simultaneous photo-electric events.

The count rate non-linearity is also depicted in Fig. 3.19. This graph
shows the measured count rate (CREW) in function of the real count rate
(ExpFitCREW). When the real energy windowed count rate equals 37 Kcps
then the detected count rate equals 29.7 Kcps (80% of 37.1 Kcps). This is
due to pulse pile-up and can be derived by comparing the spectra at times
10 h and 40 h (see Fig. 3.20); the spectrum at time 10 h shows more counts
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Figure 3.18: (a) Total count rate and (b) energy windowed count rate of a
decaying 99mTc source.

in the pile-up region (Channel > 1.5× 105) than the spectrum at time 40
h.

3.8 Discussion

Our NaI(Tl) detector has a spatial resolution (1.24 mm in the CFOV) which
is much better than the spatial resolution of a typical clinical detector (3
mm). This is due to the usage of a PSPMT, a thin NaI(Tl) scintillator
and the usage of MLE event positioning. The spatial resolution degrades
close to the edges of the scintillator. This could be improved by using black
(non-reflecting) edges; note however that this could also lead to a worse
energy resolution because in that case less light is collected by the PSPMT.

The scintillator that we used here is less thick than the scintillator of a
clinical camera, our detector is 5 mm thick and a clinical detector typically
is 9.5 mm thick. This was chosen to improve the spatial resolution. This
results however in a lower detection efficiency; the 5 mm thick detector has
a total detection efficiency of 70.7 % and the clinical detector has a total
detection efficiency of 90.3 % for 140 keV gamma photons.

Other researchers have designed detectors that show similarities with our
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Figure 3.19: The real count rate and the measured count rate.

detector. Kim et al. [124] have coupled a 6 mm thick NaI(Tl) scintillator
to an R3941 PSPMT (77mm square PSPMT, 18x16 crossed wire anodes)
and used COG event positioning. Using this setup, an energy resolution of
12.9 % and a spatial resolution of 3.1 mm was measured. Our detector
outperforms the detector descibed in this paper, this is mainly due to the
improved PSPMT (e.g. the H8500 has a better fill factor than the R3941
PSPMT) and the more advanced event positioning algorithm.

More recently, Pani et al. [125] have compared 4 mm thick NaI(Tl) and
4 mm thick LaBr3(Ce). They used these scintillators first coupled to a
standard H8500 PSPMT (with a QE of 24%) and then coupled to a super
bialkali (SBA) H8500 PSPMT (with a QE of 38.5%, such an SBA PSPMT
is more expensive than a standard PSPMT). The glass lightguide of the
scintillator’s package was 3 mm thick and a modified COG algorithm was
used for event positioning. We will not discuss the results obtained with
the LaBr3(Ce) detector here but it is interesting to analyze the NaI(Tl)
results because their setup shows a lot of similarities with our setup. Such
a 4 mm thick NaI(Tl) detector has a probability of 50.7% for photoelectric
interactions while our 5 mm thick NaI(Tl) offers a probability of 57.0%.

Using the NaI(Tl) scintillator, an energy resolution of 9.8% and 9.5%
was measured, respectively with the standard PSPMT and with the SBA
PSPMT. These results are slightly worse than our result (9.3%), this is
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Figure 3.20: Energy spectrum at time 0h, 5h, 10h and 40h (all spectra have been
scaled and include the same number of events, a log scale is used on the ordinate
axis).

probably due to the fact that their scintillator has black absorbing sides.
An intrinsic resolution of 1.15 mm (standard PSPMT) and 0.95 mm (SBA
PSPMT) was obtained with the NaI(Tl) scintillator in the center of the
detector. These numbers were corrected for the beam diameter and apply
to the central region (15 mm x 15 mm) of the detector1.

Our results show good agreement, we measured a spatial resolution of
1.13 mm in the central 15 mm x 15 mm region of the detector. Additionally,
their publication illustrates the improvement that can be made by changing
from a standard PSPMT to a more expensive SBA PSPMT (1.15 mm to
0.95 mm).

1According to A. Fabbri (personal communication, January 16, 2014)
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3.9 Summary and original contributions

In this chapter we described a compact SPECT detector that consists of a
5 mm thick NaI(Tl) scintillator, an H8500 PSPMT and dedicated readout
electronics; MLE event positioning is used. The PSPMT provides a good
sampling of the small lightspread that is generated by the relatively thin
scintillator. This, in combination with the MLE event positioning algorithm,
results in a high-resolution detector.

The design of the detector has been presented, this includes hardware
(scintillator, PSPMT and read-out electronics), calibration and event po-
sitioning. Measurements (spatial resolution, energy resolution and count
rate) illustrate the performance of this detector.

In the next chapter we will introduce a new pinhole geometry. This
collimator and the NaI(Tl) detector, that was presented here, will then be
used in chapter 5 to build a compact SPECT system.

The work described in this chapter has been published as two peer-
reviewed journal publications [4, 5] and a conference proceeding [12].



Chapter 4

The lofthole: a novel shaped
pinhole geometry for optimal
detector usage

4.1 Introduction

In chapter 2 we have introduced the main types of collimators: the pinhole
collimator, the parallel hole collimator and the converging beam collimators.
Each collimator has its specific advantages and disadvantages. Pre-clinical
SPECT systems frequently use multi-pinhole collimators (section 2.4.3.7);
such a collimator provides a high sensitivity and a high resolution for a
small region close to the apertures. Due to this, the multi-pinhole colli-
mator collimator is well-suited for imaging of small-animals. We have also
introduced the concept of multiplexing, where the projections of the dif-
ferent pinholes of the multi-pinhole collimator overlap on the gamma-ray
detector. Multiplexing can be used to increase the collimator sensitivity.

The consequences of multiplexing are still under discussion. Some re-
searchers state that multiplexing leads to artifacts [51, 52]. Others state
that, under certain conditions, artifacts can be avoided and that multiplexing
can be used to improve the image quality [53]. In conclusion, our hypothesis
is that multiplexing should be avoided, unless the conditions mentioned by
Lin [53] are met. In the latter case, an improved image quality might be
obtained without introduction of artifacts.

A first method to avoid overlap is simply obtained by positioning the
pinholes far enough from each other such that the different projections do
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Figure 4.1: (a) A 6-pinhole SPECT collimator and (b) the same collimator with
one top plate removed revealing the shielding used to separate the different pro-
jections.

not overlap (e.g. FastSPECT [126, 127], GE Alcyone [128]). A drawback of
this method is that the typical circular pinholes result in circular projections.
As most radiation detectors are rectangular, the detector area can never
be optimally used (see Fig. 4.3(a) and [129]). A second solution is to
place additional shielding to separate the different projections. This can be
done with either slats (see Fig. 4.1 and [130]) or other additional shielding
elements behind the pinholes (e.g. [55]). Adding such shielding has the
drawback that it increases weight (this could be a problem for rotating
systems), design complexity and cost. The use of slats is troublesome and
might not be possible when the detector has front-side readout [88].

In this chapter, we investigate a new pinhole geometry, the lofthole, that
has a circular aperture but whose entrance and/or exit opening is shaped by
the desired irradiated detector area. These can be combined into a multi-
lofthole collimator; such a multi-lofthole collimator allows efficient detector
usage without using additional shielding.

In the first section (section 4.2) of this chapter we give an introduction to
the lofthole geometry and focus on the difference between a conventional
pinhole and a lofthole. The second section handles the sensitivity formulas
for knife-edge pinholes and loftholes (section 4.3). The proposed formulas
are different from the standard formulas (section 2.4.3.2) because they take
the penumbra and umbra regions of the pinhole into account. These formu-
las are verified with simulations in section 4.4. Two pinhole collimators and
one lofthole collimator have been produced. A flood phantom and a point
source have been measured using these collimators on a standard clinical
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Figure 4.2: (a) Top and side view of a knife-edge pinhole and (b) a lofthole
with a square entrance and exit opening. The aperture of both collimating holes
is circular. The cross section of this lofthole gradually change from a circle to a
square.

gamma camera (Inter Medical Prism 3000XP).

4.2 The lofthole

A knife-edge pinhole has a round aperture and round entrance and exit
openings (Fig. 4.2(a)), this results in an hourglass-shaped volume. The
lofthole also has a round aperture but, the entrance and exit volumes of
the lofthole, defined by the circular aperture and by the entrance and exit
squares are complex volumes (the loftvolume). Its cross section gradually
changes from a circle to a square or polygon. Fig. 4.2(b) shows a lofthole
with a square entrance and exit opening.

Let us consider now that a multi-pinhole collimator is used on a large
clinical gamma-camera (see Fig. 4.3). This collimator consists of 6 knife-
edge pinholes. If overlap is avoided, then only 71.8% of the detector area
is used. The second configuration uses the complete detector but 32.9%
of the detector sees activity from more than one pinhole which may cause
imaging artifacts. The third configuration uses the loftholes. It irradiates
the complete detector and has no overlap.
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Figure 4.3: 6 Pinholes and a rectangular detector (410 mm x 250 mm). (a) 6
Pinholes without overlap; 71.8% of the detector area is used. (b) 6 Pinholes using
the complete detector; 32.9% overlap. (c) 6 Loftholes, the setup with the loftholes
uses the whole detector and has no overlap.

4.3 Characterization of sensitivity

4.3.1 The umbra and the penumbra

If we consider an ideal (no penetration) pinhole or lofthole collimator then
the detector can be subdivided into three parts. A first part detects photons
coming from the whole aperture (DetectorHiSens in Fig. 4.4), a second part
can only detect photons from a part of the aperture (DetectorPenumbra) and
a third part has no detections (DetectorUmbra).

The image space can also be divided into three parts. Gamma ray photons
originating from the first part of the image space can reach the detector
through the whole aperture; this zone is marked as ImageHiSens in Fig. 4.4.
A second part is called the ImagePenumbra. Photons originating from this part
of the image space can reach the detector only through part of the aperture.
Finally, photons of a third part cannot reach the detector (ImageUmbra).

Knowledge of the detector penumbrae and the sensitivity in the image
penumbrae is essential during the design of a multi-pinhole or a multi-
lofthole collimator. According to this, one might for example decide to
allow or prevent overlapping detector penumbrae. In the following section
a sensitivity formula is presented for a pinhole and for a lofthole that takes
the penumbra effect into account.
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Figure 4.4: The high-sensitive (HiSens), low-sensitive (Penumbra) and insensitive
(Umbra) areas on the detector and in the image space.

4.3.2 Analytical sensitivity formulas

The sensitivity for point sources that are positioned in ImageHiSens satisfies,
to a good approximation (when no penetration is assumed), the geometrical
sensitivity formula (see section 2.4.3.2 for the derivation).

S = d2sin3θ

16h2 . (4.1)

This geometrical sensitivity depends on d (aperture diameter), θ (angle
between the aperture plane and a ray connecting the source and the aper-
ture center) and h (perpendicular distance from the source to the aperture
plane). All these parameters are marked in Fig. 4.5. This formula is, how-
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ever, not accurate for point sources in the ImagePenumbra and ImageUmbra,
where the sensitivity is lower than predicted by (4.1) (and actually becomes
zero in the umbra). This problem has been considered before by Barrett
and Swindell [64], where a general expression for the point spread function
for a cylindrical pinhole was derived, and by Shokouhi et al. [111], where
an explicit calculation of the geometric sensitivity in the ImagePenumbra was
shown for cylindrical and knife-edge pinholes. In this section we present the
results for the sensitivity of a knife-edge pinhole and the correction we apply
for the square lofthole. In both cases we restrict the calculations to systems
with only an aperture and exit opening and with the aperture plane parallel
to the exit opening plane, as in Fig. 4.5 and 4.7. Note that these formulas
can also be used for collimators that have an entrance opening, provided
that this entrance opening is large enough to avoid limiting the field-of-view
(FOV) of the aperture in combination with its exit window (see Fig. 4.6 for
an example). The usage of both an entrance and exit opening results in a
thicker knife-edge, which is beneficial to lower the amount of penetrating
photons.

To adapt formula (4.1) for any point source (Src), we note that from all
the photons emitted by this source only the ones that pass through both the
aperture and the exit opening are going to contribute to the total geometric
sensitivity. This number of photons is proportional to the area Aint , which
is the intersection between the pinhole or lofthole aperture and the exit
opening projected from the point source onto the aperture plane (see Fig.
4.5 and 4.7). As such, the geometric sensitivity should be written as

S = Aint
sin3θ

4πh2 , (4.2)

where, according to the division of the image space defined in Fig. 4.4, the
intersection area Aint can be defined piecewise as

Aint =


π
(
d
2

)2
, Src ∈ ImageHiSens

APenumbra
int ,Src ∈ ImagePenumbra

0, Src ∈ ImageUmbra

. (4.3)

So in order to get the correct results we need to define the boundaries
between the three regions and determine an analytic formula for APenumbra

int .
Here, we restrict ourselves to the cases where the diameter of the aperture

circle is smaller than or equal to the exit opening’s projected diameter or side
(for a pinhole or lofthole respectively), meaning that there will always be
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Figure 4.5: Top: Schematic representation of the pinhole and its parameters.
Bottom: Intersection of the pinhole aperture circle with the exit circle projected
from the point source onto the aperture plane.

Figure 4.6: The derived sensitivity formulas can also be used for this geometry.
The FOV and the sensitivity of the aperture are only limited by the exit opening
and not by the entrance opening.
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Figure 4.7: Top: Schematic representation of the lofthole and its settings. Bot-
tom: Intersection of the lofthole aperture circle with the exit square projected from
the point source onto the aperture plane.

an ImageHiSens defined for a given distance h, which is the case for realistic
collimators and realistic settings. We include the results and our derivation
for the knife-edge pinhole’s geometrical sensitivity because it helps to better
understand the calculations for the lofthole case.

• Pinhole

To determine the corresponding sensitivity it suffices to know the height
h and the distance from the aperture center to the perpendicular projection
of the point source Src on the aperture plane. As such, we consider a frame
of reference in the aperture plane, centered on the aperture and with the
x-axis aligned with the perpendicular projection of the point source Src on
the aperture plane (see Fig. 4.8).
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Figure 4.8: A top view on the aperture plane. The reference frame used in the
pinhole formulas is centered on the center of the aperture. The x-axis is aligned
with the perpendicular projection of the point source Src on the aperture plane.

Let us first define the variables {xSrc}min and {xSrc}max .

{xSrc}min = h

t

(
D

2 −
d

2

)
− d

2 (4.4)

{xSrc}max = h

t

(
D

2 + d

2

)
+ d

2 (4.5)

The parameter h is the height of the point source above the aperture
plane, t is the distance from aperture plane to exit window plane, D is
the diameter of the exit window and d is the aperture diameter. These
parameters are also explained in Fig. 4.5.

These variables will be used to delineate the ImageHiSens , the
ImagePenumbra and the ImageUmbra. A point source is in the ImageHiSens
when xSrc is smaller than or equal to {xSrc}min, it is in the ImagePenumbra

when xSrc is greater than {xSrc}min and smaller than or equal to {xSrc}max .
If none of these conditions is met, then the point source is in the ImageUmbra.

The borders of the three regions in image space are defined by the fol-
lowing conditions:

Src ∈ ImageHiSens ⇔ xSrc ∈ [0, {xSrc}min] (4.6)
Src ∈ ImagePenumbra ⇔ xSrc ∈] {xSrc}min , {xSrc}max ] (4.7)
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Src ∈ ImageUmbra ⇔ xSrc ∈] {xSrc}max , +∞[ (4.8)

Since the pinhole that we are considering is a knife-edge pinhole with
only two openings, APenumbra

int is simply an intersection of two circles: the
aperture opening circle, of diameter d , and the circular projection of the
exit opening, of original diameter D, on that plane (Fig. 4.5). This circular
projection has a diameter D ′. In [7] we show that APenumbra

int is given by

APenumbra
int =

(
D′

2

)2
cos−1

(
a−xi
D′
2

)
+
(
d
2

)2
cos−1

(
xi
d
2

)
−a
√(

d
2

)2
− (xi )2, (4.9)

with

D ′ = D × h

h + t
, a = t

h + t
xSrc , xi =

a2 −
(
D′

2

)2
+
(
d
2

)2

2a . (4.10)

It can be shown that this formula is equivalent to the formula for cylin-
drically shaped pinholes [111] when the diameter of the aperture is equal to
the diameter of the exit opening.

• Lofthole

The explicit calculations for the lofthole case are more lengthy because
there is less symmetry. The area of intersection APenumbra

int , as well as the
θ values of the ImagePenumbra boundaries will now depend on the angle
φ (see Fig. 4.9). We consider the exit shape to be a square of side D,
and only designs such that the side of the projected exit opening (D ′) is
bigger than or equal to the aperture diameter (D ′ ≥ d , this is the case for
realistic lofthole collimators and realistic settings). Due to the symmetry
of the lofthole we can reduce the calculations to point source coordinates
(xSrc , ySrc) in the first quadrant (meaning that we do the transformation
(xSrc , ySrc)→ (|xSrc |, |ySrc |)).

The intersection of the projected exit opening with y = 0 that has the
smallest x value is x1; the intersection with x = 0 that has the smallest y
value is y1.
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Figure 4.9: A top view on the aperture plane. The reference frame used in the
lofthole formulas is centered on the center of the aperture. The axes are aligned
with the sides of the exit opening for the lofthole. The coordinates of an arbitrary
point source on the aperture plane are (xSrc , ySrc) at angle φ.

x1 = xSrc −
h

h + t

(
xSrc + D

2

)
, (4.11)

y1 = ySrc −
h

h + t

(
ySrc + D

2

)
. (4.12)

Point sources in the ImageHiSens region have coordinates (xSrc , ySrc) such
that

x1 ≤ −
d

2 ∧ y1 ≤ −
d

2 , (4.13)

and the ImageUmbra region is defined by the condition

x1 ≥
d

2 ∨ y1 ≥
d

2 ∨
(√

x2
1 + y2

1 ≥
d

2 ∧ x1, y1 ≥ 0
)

. (4.14)

All other point sources are included in the ImagePenumbra.
The general formula for the intersection area which includes all possible
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cases is derived in [7] and is equal to:

APenumbra
int = I

(
max

(
−d

2 , x1

)
,
d

2

)
−sgn(y1)I

(
max

(
−d

2 , x1

)
, max(x−, x1)

)
−y1 (max(x+, x1)−max(x−, x1))

−sgn(y1)I
(

max(x+, x1),
d

2

)
, (4.15)

where x1 and y1 are defined in formulas 4.11 and 4.12, and

x+ =


√(

d
2

)2
− y2

1 , if |y1| ≤ d
2

0, if |y1| > d
2

, x− = −x+, (4.16)

sgn(x) =
{

1 if x ≥ 0
−1 if x < 0 (4.17)

and

I (xa, xb) =
∫ xb

xa

√(
d

2

)2
− x2dx

=

d2

8 sin−1
(
x
d
2

)
+x

2

√(
d

2

)2
− x2

∣∣∣∣∣∣
xb

xa

. (4.18)

4.4 Validation of the sensitivity formulas with sim-
ulations

A ray-tracer simulation program has been developed to investigate the sen-
sitivity of the lofthole. This simulation tool tracks photons emitted by a
point source in a random direction. Sensitivity is calculated by compar-
ing the number of emitted photons to the number of detected photons.
It assumes a perfect collimator (no penetration or scatter are taken into
account).

The sensitivity for a point source of a knife-edge pinhole collimator and
a lofthole are simulated, calculated using the corrected formulas (formulas
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Figure 4.10: A side and top view of the simulated pinhole collimator. Not all
simulated point source positions are displayed for clarity reasons.

(4.2), (4.3), (4.9) for the pinhole and (4.2), (4.3), (4.15) for the lofthole)
and calculated using the basic formula (formula (4.1)).

The error of the the corrected and the basic sensitivity formula compared
to the simulation is calculated in the following way:

ErrorCorr = (SCorr − SSim)/SSim (4.19)
ErrorBasic = (SBasic − SSim)/SSim (4.20)

Note that ErrorCorr and ErrorBasic become infinite when SSim is zero while
SCorr or SBasic are non-zero.

The pinhole setup is depicted in Fig. 4.10. It consists of a pinhole colli-
mator with a 1 mm diameter aperture and a circular 19.4 mm diameter exit
window; the collimator plate is 10 mm thick. The collimator is positioned
15 mm above the detector. The simulated point sources are positioned 5
mm above the aperture plane. These sources are located on a line that
has a 45 ◦ angle to the reference frame. This angle has no influence on the
pinhole sensitivity due to the symmetry of the pinhole.

The lofthole setup is shown in Fig. 4.11. This setup is similar to the
pinhole setup, the difference being that the simulated lofthole collimator
has a rectangular exit window with a side of 19.4 mm. The point sources
are located on a line that has a 45 ◦ angle (φ = 45 ◦) and on a line that has
a 30 ◦ angle (φ = 30 ◦) to the reference frame and the square exit opening.

Each point source position is simulated until 106 events are detected or
until 108 events are emitted by the source.
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Figure 4.11: A side and top view of the simulated lofthole collimator. The setup
is identical to Fig. 4.10 except for the exit opening, the lofthole has a square exit
opening. The side length of this square exit opening is equal to the diameter of
the pinhole’s exit opening. The point sources are located on a line that has a 45 ◦

angle and on a line that has a 30 ◦ angle to the square exit opening.

Fig. 4.12 depicts the validation results. The red traces show the outcome
for the pinhole setup, the green traces show the outcome for the lofthole
for point sources on a 45 ◦ line and the blue traces are for the lofthole with
point sources on a 30 ◦ line.

Fig. 4.12(a) depicts the sensitivity as calculated by the basic formula
(4.1), the simulated sensitivity and the sensitivity as calculated by the cor-
rected sensitivity formula (using formulas (4.2), (4.3), (4.9) for the pinhole
and (4.2), (4.3), (4.15) for the lofthole).

Fig. 4.12(b) and Fig. 4.12(c) illustrate the error made by the corrected
formulas and by the basic formula.

The corrected calculated sensitivity and the simulated sensitivity show
good agreement for all point sources on all setups (Fig. 4.12(a)). The
largest absolute errors (Fig. 4.12(b)) are all smaller than 0.12%. The basic
sensitivity formula does not take the penumbra and umbra into account (Fig.
4.12(a)). This is reflected in a significant error (> 9%, see Fig. 4.12(c))
when the point source is in the ImagePenumbra or in the ImageUmbra.
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Figure 4.12: There is good agreement between the outcome of the simulations
and the outcome of the corrected sensitivity formula. The red traces are the
outcome of the pinhole setup, The green traces are for the first lofthole setup
(φ = 45 ◦) and the blue traces are for the second lofthole setup (φ = 30 ◦). (a) The
sensitivity calculated with the basic sensitivity formula, the simulated sensitivity
and the sensitivity calculated with the corrected formula. The Basic traces in the
graphs are based on the basic sensitivity formula (4.1); the Sim traces are results
from simulations and the Corr traces are based on the corrected sensitivity formulas
((4.2), (4.3), (4.9) for the pinhole and (4.2), (4.3), (4.15) for the lofthole). (b) The
deviation from the calculated sensitivity (based on corrected sensitivity formula) to
the simulated sensitivity. (c) The deviation from the calculated sensitivity (based
on basic sensitivity formula) to the simulated sensitivity.
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Figure 4.13: (a) The lofthole collimator and (b) the pinhole collimators used for
the measurements.

4.5 Comparison of a lofthole and a pinhole collima-
tor

Two collimator plates have been produced, both are 10 mm thick (Fig.
4.13). The plates are made from a 90% tungsten alloy (MT-17C, Midwest
Tungsten Service, USA, see table 2.3 for more information) and are produced
by milling (VASKON, Belgium). The first collimator plate has a lofthole
with a 1 mm diameter aperture. This lofthole has been designed to have
a rectangular projection (the exit opening is 19.4 mm by 19.4 mm). Its
aperture is positioned on the top of the plate. The other collimator plate
has two knife-edge pinholes. The first pinhole (pinhole 1) has a 1 mm
aperture and its exit opening has the diameter of the circumscribed circle
of the square exit opening of the lofthole (27.4 mm); the opening angle is
106 degrees. The exit opening of the second pinhole (pinhole 2) has the
diameter of the inscribed circle of the exit opening of the lofthole (19.4
mm); the opening angle is 85 degrees. The apertures of the pinholes are
positioned on the top of the plate. These collimators (lofthole and pinhole
2) are similar to the collimators that were simulated in section 4.4.

All measurements were done on a clinical 3/8 inch thick NaI(Tl) gamma
camera (Inter Medical Prism 3000XP). This gamma camera has an intrinsic
resolution of 3 mm. An energy window of 20% was used for energy discrim-
ination. We have used these collimators and this detector to evaluate the
flood maps and to evaluate the amount of penetration.
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Figure 4.14: The setup used to measure the flood maps. A vial filled with 99mTc
is positioned on top of the aperture. A clinical NaI(Tl) gamma camera was used
as detector. Dimensions are in mm.

4.5.1 Flood map comparison

A flood source (a vial filled with 99mTc) was positioned above the three
apertures (pinhole 1, pinhole 2 and lofthole). The distance from aperture
to detector was 38 mm (Fig. 4.14). This distance was chosen because
it resulted in a flood map that covered a large part of the detector area;
the intrinsic detector resolution will have a negligible influence on the flood
map measurement due to the large magnification. One million events were
recorded for each collimator setup.

The resulting flood map measurements are shown in Fig. 4.15. The
lofthole flood map is approximately square, which enables efficient detector
usage. The flood map of pinhole 1 is the circumscribed circle and the flood
map of pinhole 2 is the inscribed circle of the lofthole flood map.

4.5.2 Penetration comparison

An anion exchange bead (Bio-rad AG1-X2) was immersed in 99mTc; the
total activity after immersion was 15.4 MBq. This small point source was
positioned above the center of the three apertures (pinhole 1, pinhole 2
and lofthole) at a height of 10.1 mm (see Fig. 4.16). The distance from
aperture to detector was 260.3 mm. This results in a 26.7 times magnified
projection of the aperture onto the detector; as a consequence, the influence
of the intrinsic resolution on this projection will be very small. The FWHM
and FWTM of the point source projection on the detector was calculated
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Figure 4.15: (a) Flood maps for the lofthole , (b) pinhole 1 and (c) pinhole 2.
These maps were acquired with the setup depicted in Fig. 4.14. The flood map
of pinhole 1 is the circumscribed circle of the flood map of the lofthole. The flood
map of pinhole 2 is the inscribed circle of the flood map of the lofthole.
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Figure 4.16: The setup used to measure penetration. This setup has a high
magnification factor and allows to investigate penetration. Dimensions are in mm.

for two orthogonal profiles and for a diagonal profile. An acquisition of 120
seconds was made for each collimator setup.

The expected FWHM of an ideal collimator (FWHMIdeal) without pene-
tration was also calculated for this setup. Fig. 4.17 shows a magnification of
the point source and the collimator. The four extreme rays have been drawn;
those rays divide the irradiated detector area in two zones (Fig. 4.18). A
central zone is able to receive photons from the whole point source, an
outer zone is able to receive gamma photons only from a part of the point
source. The expected FWHM using a perfect detector (FWHMAperture) is
then approximately equal to the distance between the centers of the two
outer zones. The intrinsic detector resolution (Ri ) can be taken into account
by using formula 4.21.

FWHMIdeal =
√
FWHM2

Aperture + R2
i (4.21)

Fig. 4.19(a) shows the projected image on the detector when the lofthole
collimator is used. A vertical, a horizontal and a diagonal profile of the
projection data are shown in Fig. 4.20. The profiles are in logarithmic
scale.

The FWHM and FWTM of the profiles are shown in tables 4.1 and 4.2;
table 4.1 also contains the expected FWHM of an ideal collimator that has
no penetration.
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Figure 4.17: The four extreme rays originating from the point source (drawn to
scale, according to the dimensions of Fig. 4.16).

Figure 4.18: The four extreme rays have divided the irradiated detector area in
two zones (drawn to scale, according to the dimensions of Fig. 4.16).

Vert. FWHM (mm) Hor. FWHM (mm) Diag. FWHM (mm)
Ideal Coll. 26.9 26.9 26.9
Pinhole 1 36.5 37.4 36.5
Lofthole 31.5 32.3 32.3

Pinhole 2 32 32.4 32.5

Table 4.1: FWHM of the profiles shown in Fig. 4.20

Vert. FWTM (mm) Hor. FWTM (mm) Diag. FWTM (mm)
Pinhole 1 73.6 71.8 71.7
Lofthole 55.8 57.8 64

Pinhole 2 58 58.6 57.2

Table 4.2: FWTM of the profiles shown in Fig. 4.20
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Figure 4.19: Pinhole projection on the detector. Profiles through the vertical,
horizontal and diagonal lines are shown in Fig. 4.20.

The FWHM and FWTM of all the profiles of pinhole 2 are smaller than
the FWHM and FWTM of the profiles of pinhole 1 indicating that pinhole
2 has less penetrated photons than pinhole 1. This can be explained by
the larger opening angle of pinhole 1 which results in a thinner knife-edge.
The FWHM of the lofthole and the FWHM of pinhole 2 are roughly similar.
The FWTM illustrates that penetration is non-isotropic for the lofthole; the
diagonal profile shows a significantly larger FWTM than the horizontal and
vertical profile.

This can be explained by considering cuts through the collimators. An
edge-to-edge cross-section of the lofthole collimator is identical to a cross-
section of pinhole 2. This explains why penetration of pinhole 2 and the
lofthole will be similar for the vertical and horizontal profiles. A corner-to-
corner cross-section of the lofthole collimator is identical to a cross-section
of pinhole 1 so we expect that penetration of the lofthole is similar to the
amount of penetration of pinhole 1 for the diagonal profile. In reality the
amount of penetration for the diagonal profile is better for the lofthole
compared to pinhole 1. This is because penetration in the diagonal profile
is not only determined by the diagonal cross-section of the lofthole but
also the other non-diagonal cross-sections will contribute to penetration. In
those cross-sections the opening angle of the lofthole is smaller than the
opening angle of pinhole 1 and this results in a lower amount of penetration
for the lofthole.
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Figure 4.20: (a) A vertical, (b) a horizontal and (c) a diagonal profile (log scale) of
the pinhole projection (see Fig. 4.19). The half maximum and the tenth maximum
are shown as horizontal lines in each profile graph. The lofthole has less penetration
than a knife-edge pinhole that irradiates the same rectangular detector area with
full coverage. The abscissa Event Position is the distance from the center of the
projection.

Additionally the sensitivity of a perfect pinhole collimator (without pene-
tration) was calculated. This sensitivity was then compared to the measured
sensitivity of the three collimators.

# Detections Sens (%)
Ideal Coll. 0.053
Pinhole 1 1901074 ± 1379 0.103 ± 0.00007
Lofthole 1439849 ± 1200 0.078 ± 0.00006

Pinhole 2 1362621 ± 1167 0.074 ± 0.00006

Table 4.3: Calculated sensitivity of an ideal collimator (without penetration) and
measured sensitivities of the three collimators. The standard deviation of the
number of detections is based on Poisson statistics.
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Table 4.3 lists the calculated (ideal pinhole) and measured sensitivities
(pinhole 1, lofthole and pinhole 2). All measured collimators have a higher
sensitivity than the ideal collimator and this is due to penetration. The
sensitivity of the lofthole is slightly higher than the sensitivity of pinhole
2. The sensitivity of pinhole 1 is significantly higher than the sensitivity
of the lofthole and the sensitivity of pinhole 2. This increase in detection
efficiency is caused by penetration and will thus be reflected in a worse
collimator resolution.

4.6 Discussion

We have derived and validated a sensitivity formula for a lofthole and a
knife-edge pinhole that has an aperture and a square exit opening. This
formula includes the penumbra effect. The derived formula shows good
agreement with the simulations (less than 0.12% difference).

The sensitivity formula could be further improved by incorporating pene-
tration. In section 4.5.2 we have compared the calculated sensitivity of an
ideal collimator with the measured sensitivities of three collimators. The
measured sensitivities were all significantly larger than the calculated sensi-
tivity of the ideal pinhole collimator. This is due to penetration.

The proposed formula does not allow to calculate the sensitivity for ge-
ometries where also the entrance window defines the FOV and sensitivity
of the aperture. Currently we design loftholes in such a way that only the
exit window defines the FOV and sensitivity of the aperture. We also add
an entrance window and we make sure that this entrance window does not
further limit the FOV or sensitivity (an example is depicted in Fig. 4.6). In
most cases this can be done by making the entrance window slightly larger
than the exit window. As a consequence the proposed formulas can be
used and the aperture has a true knife-edge which will lower the amount of
penetration. The flood map measurements illustrate the square projections
of a lofthole with a square exit window. Other geometries are also possible;
a pentagonal or hexagonal exit window (Fig. 4.21) could be useful when
using, for instance, curved detectors. The point source measurement shows
the lower amount of penetration for a lofthole compared to a pinhole. The
addition of an entrance opening would further decrease penetration.

SPECT systems with high-resolution detectors need less magnification
(sometimes minification can be used), and as a consequence the bottom
of the collimator plate is close to the detector. Such systems benefit most
from the lofthole. The penumbra is small compared to the total irradiated
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Figure 4.21: Examples of different possible lofthole geometries and the irradiated
detector area. The 4-sided lofthole has a square projection on the detector. This
geometry is well-suited for use with rectangular detectors. The pentagonal and
hexagonal geometries can be useful when curved detectors are used.

area, a lofthole has less penetration than a pinhole and the lofthole has no
need for additional shielding to avoid overlap.

4.7 Summary and original contributions

We have presented a new shaped pinhole geometry (the lofthole). This
geometry allows for efficient detector usage without overlap and lowers the
amount of penetrating gamma photons.

The sensitivity formula has been derived. This formula takes the penum-
bra effect into account; it does not take penetration into account. The
formula is valid for geometries where the field-of-view and the sensitivity of
the aperture is solely limited by the exit window.

A prototype lofthole has been studied that has a rectangular flood map
projection. This allows for optimal detector usage with multi-pinhole colli-
mators and rectangular detectors. Penetration of a rectangular lofthole is
lower than an equivalent knife-edge pinhole that irradiates the same rect-
angular detector area with full coverage.
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The single-lofthole collimator (see Fig. 4.13(a)) will be used in combi-
nation with the NaI(Tl) detector (chapter 3) to build a compact SPECT
system. The design, calibration and reconstruction of this system, and,
measurements using this SPECT system are presented in the next chapter.

In chapter 7 we introduce a new manufacturing method for collimators
and use this method to produce a multi-lofthole collimator.

The work described in this chapter has been published in a peer-reviewed
journal publication [7] and in a conference proceeding [13]. The pinhole
and lofthole sensitivity formulas for the penumbra region (eq. 4.2, eq. 4.3,
eq. 4.9 and 4.15) were derived by Lara R. V. Pato.
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Chapter 5

FlexiSPECT: A compact
SPECT system consisting of
a high resolution NaI(Tl)
detector and a lofthole
collimator

5.1 Introduction

In this chapter, the NaI(Tl) detector (chapter 3) is combined with the
single-lofthole collimator (used for the lofthole measurements in chapter 4,
see section 4.5) to build a compact demonstrator SPECT system. Two
SPECT setups have been made, one that fits rat-size phantoms and one
that fits mouse-size phantoms.

This chapter focuses first on the mechanical setup of the SPECT sys-
tems. After this, the geometric calibration is explained. This calibration
determines the geometric parameters of the system. MLEM image re-
construction is used, this is explained in section 5.4. Finally, we present
measurements on the rat and the mouse system. On both setups we have
scanned a hot rod phantom and a uniform phantom.

Other researchers have developed compact small-animal SPECT systems.
Schramm et al. [131] have developed a compact system that is based on a 2
mm thick NaI(Tl) detector and an ultra high-resolution parallel hole collima-
tor. Using this system they obtained a spatial resolution of 2.5 mm. Another
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system, developed by McElroy et al. [132], consists of a pinhole collimator
and a gamma-ray detector that is based on a pixelated NaI(Tl) scintillator
and PSPMTs. Several pinhole collimators were made with aperture diam-
eters ranging from 0.5 mm to 3 mm, the detector collimator distance f is
fixed to 9 cm. Using a radius of rotation of 3 cm (magnification m = 3) and
the 0.5 mm diameter aperture, they obtained a resolution of approximately
0.95 mm and a sensitivity of 0.0013 %. Kastis et al. [133] build a compact
SPECT/CT system that employs a 2 mm thick high-resolution CZT detec-
tor (pixel pitch 380 µm) and a tungsten parallel hole collimator (hole pitch
380 µm). Hong et al. [134] developed a compact system that is, similar to
our system, based on a NaI(Tl)/PSPMT detector and a pinhole collimator.
Using this system, the researchers were able to distinguish the 2.4 mm rods
of a Derenzo phantom. Finally, Zeniya et al. [135] developed a compact
system that uses a pixelated NaI(Tl) scintillator, an H8500 PSPMT and a
pinhole collimator. Using a magnification of 1.3 and a pinhole with a 1 mm
diameter they obtained a spatial resolution of 2.8 mm and a sensitivity of
0.00014 % at 3 cm pinhole-source distance.

5.2 Mechanical setup

Fig. 5.1 shows the setup used for the SPECT system. It consists of a high
resolution NaI(Tl) detector (presented in chapter 3) with the collimator
(depicted in Fig. 5.2) mounted on the detector. A rotation stage in front
of the collimator rotates the object.

By positioning the rotation stage at a larger distance from the gamma
camera, we are able to enlarge the system FOV (while reducing the mag-
nification). This property is used first to build a rat-size SPECT system
(pinhole-COR distance approximately equal to 43 mm) and then to build a
mouse-size system (pinhole-COR distance approximately equal to 24 mm).
These two systems are schematically depicted in Fig. 5.3. The rat-size sys-
tem uses minification and the mouse-size system has a magnification factor
of approximately 1.

5.3 Geometric system calibration

Accurate knowledge of the SPECT system’s geometric parameters is re-
quired to perform artifact-free image reconstruction. These parameters are
typically acquired by making use of a dedicated phantom measurement. A
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Figure 5.1: The SPECT setup.

Figure 5.2: The lofthole collimator used for the flexiSPECT setup. This figure
shows the exit opening of the collimator. The other side is flat and only contains
the circular aperture.
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Figure 5.3: (a) The rat-size SPECT system and (b) the mouse size SPECT system.
Dimensions are in mm. The circle represents the system FOV.

phantom with three point sources is used here (as proposed by Beque et
al. [136]). Two phantoms were made: a mouse-size calibration phantom
(Fig. 5.4(a)) and a rat-size calibration phantom (Fig. 5.4(b)); the mouse-
size phantom is used to calibrate the mouse-size system and the rat-size
phantom is used to calibrate the rat-size system. Both phantoms consist
of a polymethyl methacrylate (PMMA) plate with three drilled holes (hole
diameter is 1 mm). Approximately 11 MBq 99mTc is pipetted in each hole.

The calibration phantom is positioned on the rotation stage and acquisi-
tions are made for 60 angles (10 s per acquisition). This is schematically
depicted in Fig. 5.5; this figure shows the position of the three rotating
point sources for 60 angles (drawn in blue), the pinhole’s aperture (green)
and the detector (red), the projections of the point sources for the various
angles on the detector are marked in black.

A 2D-Gaussian fit is performed on the projection of each point source for
each angle, 180 fits have to be done in total. The centers of these Gaus-
sian functions are labeled as the measured point source projection centers
(CtrXmi ,j ,CtrYmi ,j), with i the point source index (i ∈ [1 3]) and j the
projection angle index (j ∈ [1 60]).
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Figure 5.4: (a) The rat-size calibration phantom and (b) the mouse-size calibration
phantom. The red circles represent the holes that contain the 99mTc. Dimensions
are in mm.

Figure 5.5: The three rotating point sources (blue) project through the aperture
(green) onto the detector (red).
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An analytical forward projector has been developed that is able to derive
the interaction position of a point source on the detector given the system
geometry and the point source position. This analytical forward projector is
used to calculate the projection centers on the detector (CtrXci ,j ,CtrYci ,j).

Unconstrained nonlinear optimization (Nelder-Mead simplex algorithm) is
then employed to search the different geometric parameters (focal distance,
detector offset, pinhole offset, phantom position and initial angle rotation
motor) that minimize the Euclidean distance between the measured point
source projection centers (CtrXmi ,j ,CtrYmi ,j) and the analytically forward
projected point source projections (CtrXci ,j ,CtrYci ,j). The cost function
that is used for this optimization is defined as:

Cost = Σ3
i=1Σ60

j=1

√
(CtrXmi ,j − CtrXci ,j)2 + (CtrYmi ,j − CtrYci ,j)2.

(5.1)

5.4 Image reconstruction

5.4.1 MLEM reconstruction

The GPU accelerated MLEM reconstruction that was developed by Van-
deghinste et al. [137] is used here. This reconstruction method makes use
of 7-ray based resolution recovery [118]. We used 500 iterations for re-
construction. The reconstructed image is post-filtered with a 1D-Gaussian
kernel along the x,y and z direction (standard deviation σ equals 1 voxel).
Voxel size is 0.85 mm x 0.85 mm x 0.85 mm for the rat-size system and 0.5
mm x 0.5 mm x 0.5 mm for the mouse-size system.

5.4.2 Sensitivity correction

Sensitivity correction is implemented by combining a flood source measure-
ment and a voxel-aperture distance correction in the reconstruction. A flood
source is placed in front of the collimator. This flood source is a plastic
rectangular box (12.5 mm thick) that is filled with 99mTc. The setup is
shown in Fig. 5.6. The projection of this flood source needs to be corrected
for the thickness of the phantom: an oblique ray passing through the aper-
ture and through the phantom has a larger pathlength inside the phantom
and as a result a larger contribution to the projection than a perpendicular
ray. This correction is done by multiplying each pixel with the cosine of α
(Fig. 5.6), α is the angle formed by a line from pixel to aperture center and



5.4 Image reconstruction 135

Figure 5.6: Flood source measurement (drawn to scale).

a line perpendicular to the aperture plane.
This flood map is used in reconstruction to correct for the angle-

dependent term in the sensitivity. Additionally the distance from voxel to
aperture is calculated, this then corrects for the distance-dependent term in
the sensitivity.

The advantage of this method compared to using an analytical sensitivity
model in the reconstruction is that it will cancel out sensitivity mismatches
due to angle-dependent collimator penetration. The sensitivity of a pinhole
equals:

SPinColl = d2 sinn θ

16h2 , (5.2)

where n is set to 3 (eq. 2.13) for an impenetrable pinhole. Smith et al.
[38] have done measurements on several pinhole collimators and conclude
that, depending on the pinhole geometry, n can be significantly larger than
3 for a non-ideal penetrable pinhole (values in a range from 3.3 to 4.1 were
measured for 140 keV gamma ray photons).

The usage of the flood map was essential for our collimator as collimators
that have the aperture located close to the top of the collimator plate
have a higher amount of penetration compared to collimators that have the
apertures located closer to the center of the plate.
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5.5 SPECT system measurements (Rat Setup)

5.5.1 Geometric calibration

The geometric system calibration is made as described in section 5.3, the
outcome of this calibration is summarized in table 5.1. The non-calibrated
parameters are listed in table 5.2.

The results of the calibration are used to calculate the magnification (m,
eq. 2.14), the collimator resolution (RP inColl , eq. 2.16), the detector
sensitivity for perpendicular 140 KeV gamma rays (SDet , eq. 2.4), the
resolution in the center of the field of view (Rt , eq. 2.15) and the total
sensitivity in the center of the field of view (S , eq. 2.27). These are give in
table 5.3.

Table 5.1: Outcome of the geometric calibration (rat-size setup)
Detector-aperture distance f 26.92 mm
Detector shift X 1.14 mm
Detector shift Y -0.15 mm
Pinhole to ROR h 42.97 mm
Pinhole shift X 0.65 mm
Pinhole shift Y 0 mm

Table 5.2: Geometric parameters (not calibrated)
Aperture diameter d 1 mm
Detector intrinsic resolution Ri 1.24 mm
Detector thickness T 5 mm

Table 5.3: Derived geometric parameters
Magnification m 0.63
Collimator resolution RPinColl 2.60 mm
Det. sens. (P.E. interactions only, 140 keV) SDet 64 %
Total res. in center of FOV (analytical) RSys 3.26 mm
Sens. in center of FOV (analytical) S 0.0022 %

The magnification factor is 0.63, this SPECT system works in minification
mode. Note that the geometric calibration has estimated the detector-
aperture distance as 26.92 mm (69.89 mm - 42.97 mm) instead of 25 mm.
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Figure 5.7: The projection of the flood Source on the detector.

This is because the geometric calibration assumes a perfect detector and on
average the events interact at a depth of about 2 mm in the scintillator.

5.5.2 Flood source calibration

An acquisition of a flood source is made, this will be used during image
reconstruction of the rat-size phantoms (see section 5.4.2). The resulting
projection is shown in Fig. 5.7. Fig. 5.8 depicts a profile through the
flood source projection and the corrected flood source projection on the line
marked in Fig. 5.7. This flood source is corrected for the finite thickness
of the flood phantom.

5.5.3 Rat-size hot rod phantom

The setup shown in Fig. 5.1 is used to rotate a micro Deluxe phantom
(Data Spectrum, USA) with hot spot inserts (see Fig. 5.9). This phantom
is a hot rod phantom with rods of 1.2, 1.6, 2.4, 3.2, 4.0 and 4.8 mm; the
cylinder containing the hot rod insert has an outside diameter of 5 cm and
an inside diameter of 4.5 cm. The distance between the center of the rods
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Figure 5.8: Profile through the flood source projection and the corrected flood
source projection on the line indicated in Fig. 5.7.

is equal to twice the rod diameter (Fig. 5.9). The hot rod phantom is filled
with an activity of 24.75 MBq/ml 99mTc (the phantom is only partially
filled, volume 7 ml, total activity 173.16 MBq).

Data are acquired for 60 angles (120 s for first angle, acquisition times
at other angles are adapted to correct for decay).

Once all data is acquired it is processed by the MLE algorithm for event
positioning, an energy window of 28 KeV is used. Image reconstruction is
done as described in 5.4.

Fig. 5.10 depicts the reconstructed rat-size hot rod phantom (voxel size is
0.85 mm x 0.85 mm x 0.85 mm), the rods of 2.4 mm can be distinguished.

Figure 5.9: The rat-size hot rod phantom.
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Figure 5.10: Reconstructed rat-size hot rod phantom.

5.5.4 Rat-size uniform phantom

A uniform phantom (cylindrical container with 4 cm inner diameter) is filled
with 7.13 MBq/ml 99mTc (volume 25 ml, total activity 178.34 MBq). Data
are acquired for 60 angles (120 sec for first angle, measurement times at
other angles are corrected for decay).

Fig. 5.11 shows the reconstructed rat-size uniform phantom (voxel size
is 0.85 mm x 0.85 mm x 0.85 mm); Fig. 5.12 depicts a profile through the
reconstructed image at the line indicated in Fig. 5.11(a). The RMS noise
is calculated for a cylindrical ROI (the ROI is marked on Fig. 5.11) and is
equal to:

RMSnoise = 100σvoxel/µvoxel = 6.5%, (5.3)

where σ is the standard deviation of the voxels and µ is the mean voxel
value.
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Figure 5.11: (a) Transverse view and (b) coronal view of the reconstructed rat-size
uniform phantom

Figure 5.12: Profile view at the line indicated in Fig. 5.11(a).
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5.6 SPECT system measurements (Mouse Setup)

5.6.1 Geometric calibration

Geometric system calibration is made as described in 5.3.
The outcome of the geometrical calibration is listed in table 5.4, the non-

calibrated parameters are listed in table 5.5 and the derived parameters are
listed in table 5.6.

The magnification factor is 1.06 after calibration.

Table 5.4: Outcome of the geometric calibration (mouse-size setup)
Detector-aperture distance f 27.16 mm
Detector shift X 1.28 mm
Detector shift Y -0.22 mm
Pinhole to ROR h 25.71 mm
Pinhole shift X 0.76 mm
Pinhole shift Y 0 mm

Table 5.5: Geometric parameters (not calibrated)
Aperture diameter d 1 mm
Detector intrinsic resolution Ri 1.24 mm
Detector thickness T 5 mm

Table 5.6: Derived parameters
Magnification m 1.06
Collimator resolution RPinColl 1.95 mm
Det. sens. (P.E. interactions only, 140 keV) SDet 64 %
Total res. in center of FOV (analytical) RSys 2.27 mm
Sens. in center of FOV (analytical) S 0.006 %

5.6.2 Flood source calibration

A similar flood phantom measurement as for the rat setup has been acquired
(see 5.5.2), this acquisition was corrected for the phantom thickness and
the resulting projection will be used during image reconstruction of the
mouse-size phantoms.
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Figure 5.13: The mouse-size hot rod phantom.

5.6.3 Mouse-size hot rod phantom

A mouse-size hot rod phantom with a diameter of 27 mm has been 3D
printed (Shapeways, The Netherlands). The density of the phantom mate-
rial is approximately equal to the density of water. It has rods of 1, 1.2, 1.6,
2.4, 3.2 and 4 mm. The distance between the center of the rods is equal
to twice the rod diameter (Fig. 5.13).

The phantom is filled with an activity of 46.62 MBq/ml 99mTc (the phan-
tom is only partially filled, volume 3 ml, total activity 139.86 MBq). Data
are acquired for 60 angles (120 sec for first angle, measurement times at
other angles are corrected for decay).

Fig. 5.14 depicts the reconstructed mouse-size hot rod phantom (voxel
size is 0.5 mm x 0.5 mm x 0.5 mm), the rods of 1.6 mm can be distinguished.

5.6.4 Mouse-size uniform phantom

A uniform phantom (cylindrical container with 2.7 cm inner diameter) is
filled with 11.62 MBq/ml 99mTc (volume 15 ml, total activity 174.27 MBq).
Data are acquired at 60 angles (120 s for first angle, measurement times at
other angles are corrected for decay).

Fig. 5.15 depicts the reconstructed mouse-size uniform phantom (voxel
size is 0.5 mm x 0.5 mm x 0.5 mm). The top and bottom of the coronal
view (Fig. 5.15b) show artifacts. This is due to insufficient axial sampling
and would probably be resolved by using multiple bed positions. Fig. 5.16
shows a profile through the reconstructed image at the line indicated in
Fig. 5.15(a). The RMS noise is calculated for a cylindrical ROI (the ROI is
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Figure 5.14: Reconstructed mouse-size hot rod phantom.

marked on Fig. 5.15):

RMSnoise = 100σvoxel/µvoxel = 5.7%. (5.4)

5.7 Discussion

The mouse-size FlexiSPECT system has a calculated sensitivity of 0.006% in
the center of the FOV and a measured reconstructed resolution of 1.6 mm.
The rat-size FlexiSPECT system has a calculated sensitivity of 0.0022% in
the center of the FOV and a measured reconstructed resolution of 2.4 mm.
Our system’s performance is approximately similar to the other compact
systems that were listed in the introduction of this chapter (note that it is
difficult to compare the systems: some systems have multiple collimators
and the sensitivity of the systems was calculated or measured at different
positions in the FOV). The resolution and sensitivity of our demonstrator
system are however inferior compared to other small animal SPECT systems
that have a larger footprint. This is due to the fact that we did not optimize
the system geometry: only one lofthole and one detector are used, the
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Figure 5.15: (a) Transverse and (b) coronal view of the reconstructed mouse-size
uniform phantom.

Figure 5.16: Profile view at the line indicated in Fig. 5.15(a).
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performance could be improved by using a multi-lofthole collimator and
multiple detectors. The U-SPECT-II system [55] has a peak geometric
sensitivity of 0.07% and a resolution of 0.35 mm when the high resolution
mouse collimator is used. This system can also be equipped with a rat
collimator. In that case the sensitivity is 0.09% and the resolution is 0.8
mm. Bioscan’s NanoSPECT [138] has a peak sensitivity of 0.0695% and a
resolution of 0.4 mm when the mouse high resolution collimator (M UHR)
is used. The sensitivity is 0.0998% and the resolution 1.1 mm when the rat
high resolution collimator (R UHR) is used.

The collimator has its aperture located on the top of the plate so it has a
lot of penetration (see section 5.4.2). This was done to allow bringing the
object very close to the aperture (voxels close to the aperture have a high
sensitivity and a high resolution). However it is not possible for the two
discussed setups to bring a part of the object very close to the aperture, as
this would lead to truncation of the field of view. Future versions of the
collimator will have the aperture located closer to the center of the plate as
was proposed in Fig. 4.6.

5.8 Summary and original contributions

The NaI(Tl) detector (see chapter 3) has been used in combination with a
lofthole collimator (see chapter 4) to build two tomographic setups. The
tomographic capabilities of these setups are demonstrated by scanning a
hot rod phantom and a uniform phantom. These setups use minimal mag-
nification (mouse-size system) and minification (rat-size system), as a con-
sequence the total footprint of the system is small (45 cm x 25 cm).

Our system has a low sensitivity and resolution because the current system
uses only one lofthole and one compact detector.

In a first step we will try to further improve the intrinsic detector resolution
by using a thinner and denser scintillator (see chapter 6). A thin scintillator
has a small light spread and we expect that this will improve the spatial
resolution of the detector. By making use of detectors that have a better
spatial resolution, one can use less magnification while preserving the same
system resolution. Because of this, more detectors and more loftholes can
be used, which results in a larger system sensitivity. The current NaI(Tl)
scintillator has reflecting top and side surfaces. This was done to obtain a
good energy resolution. A drawback is that the spatial resolution near the
edges is strongly degraded. The use of black edges will further improve the
spatial resolution and the usable detector area. More loftholes can be used
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when the detector has a larger usable detector area which also results in an
improved system sensitivity.

In a second step, we will introduce a new multi-lofthole collimator, for
which a new manufacturing method is introduced (see chapter 7).

The work described in this chapter has been published as part of a peer-
reviewed journal publication [5].



Chapter 6

A high resolution LYSO-based
SPECT detector

6.1 Introduction

In chapter 3 we have introduced a NaI(Tl) based scintillation detector. This
detector has an intrinsic resolution of 1.24 mm in the CFOV.

The advantage of high-resolution gamma-ray detectors is that they can
be used to build higher sensitivity systems [1]. When a higher-resolution
detector is used then less magnification is required and the detector can be
positioned closer to the pinhole. The consequence of this is that more pin-
holes and detectors can be positioned and due to this the system sensitivity
increases.

In order to further improve the spatial resolution, we have now build a
new detector based on a 2 mm thick continuous slab of Lutetium Yttrium
Orthosilicate (LYSO) [66]. The main advantage of LYSO for SPECT is
the high stopping power: 2 mm thick LYSO scintillator has a higher de-
tection efficiency than a 5 mm thick NaI(Tl) scintillator (see table 6.1).
Other advantages are the high photo-electric fraction (τ/µ) and its non-
hygroscopicity (it does not need packaging and a light guide).

The hypothesis of this study is that such a thin LYSO scintillator will
have a small light spread and, as a consequence will also have an improved
spatial resolution when coupled to a Hamamatsu H8500 PSPMT. An addi-
tional advantage of such a thin LYSO scintillator is that image degradation
due to depth of interaction will be smaller compared to the thicker NaI(Tl)
scintillator. This effect can be significant for pinhole designs where the an-
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gle of incidence is large. The disadvantages of LYSO are the lower light
yield (38 photons/keV for NaI(Tl) and 25 photons/keV for L(Y)SO [33]),
the intrinsic radioactivity (due to the presence of 176Lu, natural abundance
2.6%, discusses in section 6.4.3) and the moderate energy resolution (sec-
tion 6.4.2).

In this chapter we compare the 5 mm thick NaI(Tl) scintillator (see chap-
ter 3, note that results might slightly vary due to reassembling the NaI(Tl)
detector) to a 2 mm thick LYSO scintillator. A new event positioning algo-
rithm, mean nearest neighbor event positioning (MNN) is used to obtain a
high spatial resolution and to enlarge the useful detector area. The advan-
tage of MNN is that it is computationally less demanding than MLE event
positioning.

Table 6.1: A comparison of NaI(Tl) and LYSO, absorption data is shown for 140
keV photons and is based on the NIST XCOM database [34]

NaI(Tl) LYSO
Density (g/cm3) 3.67 7.1
Light yield (photons/keV) [33] 38 25
Photoelectric fraction (%) 83.74 91.46
Thickness (mm) 5 2
Tot. abs. for given thickness (%) 70.65 83.36
PE. abs. for given thickness (%) 57.02 73.49
Intrinsically radio-active × X

First, an overview on previous work that considered L(Y)SO for SPECT is
given. Second, we compare the mean light spread of a beam source directed
to the center of the detector. Third, we compare the energy resolution.
Hereafter, the intrinsic activity of the LYSO detector is measured. Finally,
the spatial resolution is evaluated with beam-source measurements and with
a tungsten resolution collimator.

6.2 Previous work

Others have considered LYSO and the related scintillator Lutetium Orthosil-
icate (LSO) for SPECT before. Seidel et al. [139] have built a prototype
miniature gamma camera based on a 23.7 mm diameter and 4.7 mm thick
continuous LSO scintillator. This scintillator was coupled to a Hamamatsu
R3941 PSPMT (66 mm x 55 mm active area, 18x16 crossed wire anodes).
Using COG event positioning, they measured a resolution of 2.3 mm for 140
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keV gamma photons and a useful detector area of 10 mm diameter. At that
time LSO was not available in larger sizes so they were not able to cover the
whole PSPMT with scintillator material. Cardi et al. [140] were the first
to use a collimator in a prototype LYSO-based PET scanner. By using an
existing PET scanner they were bound to the 10 mm thick pixelated LYSO
crystals that were designed for use with 511 keV PET tracers. By raising
the high voltage of the PMTs, to compensate for the lower amount of light
photons that is generated by a 140 keV gamma photon, they were able to
adequately detect and position the events. Dhanasopon et al. [141] used
thin pixelated LSO (pixel size 2 mm x 2 mm, 3 mm thick) and an H8500
PSPMT to build a miniature gamma ray camera. A pixelated scintillator
was chosen because it provides a better linearity than a continuous scintil-
lator that uses COG event positioning. Lois et al. [142] coupled a 51 mm x
51 mm x 4 mm continuous LYSO crystal to a Hamamatsu H8500 PSPMT
and measured an LYSO background of 21 cps/cm3 in a 100-180 keV win-
dow. They conclude that the LYSO background should not deteriorate the
performance of a SPECT system. Related to this, Monte-Carlo simulations
were done to evaluate an MR-compatible PET or SPECT detector based
on LYSO and Silicon Photomultipliers (SiPMs) [143]. Background mea-
surements were also done by Liang et al. to evaluate a gamma camera
that consists of pixelated LYSO (pixel size 2 mm x 2 mm) for positron and
scinti-mammography [144]. Yao et al. used a collimator in a PET detector
ring and they proposed a background subtraction method to correct for the
LYSO intrinsic activity [145].

6.3 Detector

6.3.1 Scintillators, PSPMT and readout electronics

Table 6.2 describes the two setups that were used for this study.
The NaI(Tl) scintillator is the same scintillator as was used in chapter 3.

Note that the detector was reassembled for the measurements done in this
chapter.

The LYSO scintillator (Hilger Crystals, UK) has a 49 mm x 49 mm surface
and is 2 mm thick. It has black edges and a reflecting top surface, this was
chosen to enlarge the useful detector area. The LYSO scintillator is not
packaged because it is not hygroscopic.

Fig. 6.1 depicts the dimensions of the NaI(Tl) scintillator and the LYSO
scintillator.
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Table 6.2: Details of the NaI(Tl) setup and the LYSO setup
NaI(Tl) LYSO

Surface area (mm2) 49x49 49x49
Thickness (mm) 5 2
Top surface reflective reflective
Side surfaces reflective black
Light guide thickness (mm) 2 mm n.a.
Optical grease St. Gobain BC630
PSPMT H8500
PSPMT high voltage (V) 900 1000

The Hamamatsu H8500 PSPMT is used as photodetector. The PSPMT
high voltage is 1000 V for the LYSO detector and 900 V for the NaI(Tl) de-
tector. The high voltage of the LYSO detector is set higher because LYSO
has a lower light yield than NaI(Tl) (see table 6.1). The SPECTatress elec-
tronics boards (see section 3.3) were used for the PSPMT readout. There
was no difference between the electronics used for the NaI(Tl) detector and
the electronics used for the LYSO detector.

Saint-Gobain BC630 was used to optically couple the scintillators to the
PSPMTs.

Figure 6.1: The NaI(Tl) and LYSO scintillators (drawn to scale, dimensions are
in mm). The light guide cannot easily be omitted because NaI(Tl) is hygroscopic
and hermetic sealing is required.
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Figure 6.2: The beam source used for detector calibration and resolution mea-
surements (dimensions are in mm). The capillary tube is filled with approximately
370 MBq 99mTc at the start of the calibration.

6.3.2 MNN calibration

Both detectors were calibrated using the same method.
Calibration data are acquired by using a positioning robot and a beam

source (see Fig. 6.2). The beam source scans a Cartesian grid (1 mm step,
50 x 50 positions) and an acquisition is done at each position (a total of
2500 acquisitions is made); this results in a calibration file for each grid
position. The acquisition time is 10 s for the first calibration position and
is adapted for the other positions to correct for decay of the 99mTc beam
source.

The events of each acquisition are filtered by energy windowing (window
width is 20 % for the NaI(Tl) detector and 42 % for the LYSO detector)
and by Anger masking (see section 3.4.1).

A histogram of the normalized1 values of each anode k is then made
for each calibration position j (64 histograms per calibration position, 2500
calibration positions). A Gaussian function is fit to this histogram (Fig. 6.3)

1The anode values are normalized to energy, see eq. 2.40
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and the mean (µj ,k , position index j ∈ [1, 2500], anode index k ∈ [1, 64])
of this function is stored. Additionally, the energy of each calibration event
is calculated by summing the 64 anode values and, an energy histogram
is made for each calibration position j . The energy channel with most
occurrences is labeled as PCj (photopeak channel). The PC will vary over
the detector surface because of non-uniform light-collection and PSPMT
gain mismatches.

Figure 6.3: A histogram of the charge of a PSPMT channel for a measurement
grid position. The histogram is fit with a Gaussian function.

Interpolation is then used to obtain µ and PC values for a 250 µm grid
(38809 positions2). Index j will be used when we refer to the measurement
grid (1 mm steps) and index m will be used when we refer to the interpolated
grid (250 µm steps). The coordinates of the measurement grid are (Xj ,Yj)
with j ∈ [1, 2500], the coordinates of the interpolated grid are (Xm,Ym)
with m ∈ [1, 38809].

An interpolated µm,k value is associated with a coordinate (Xm,Ym) on
the interpolated grid. To derive this interpolated value, we first search
the 25 nearest calibration positions on the measurement grid. Each one of
these positions (Xj , Yj) has a µj ,k value associated with it. A second degree
bivariate polynomial is then fit to these 25 µj ,k values; this polynomial is a
function of the two robot coordinates Xj and Yj . µm,k Is then calculated
by evaluating this polynomial for (Xm,Ym). Measured and interpolated µ
values are depicted in Fig. 6.4.

2((50 × 4) − 3)2 = 1972 = 38809
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Figure 6.4: The mean value of a PSPMT anode. The measured and interpolated
values are shown.

The same interpolation method is used to derive PCm values.
Hereafter, all the acquired calibration files are reprocessed. The maximum

squared distance (MD) of the events to the mean light spread is calculated
for each calibration file (see equation 6.1); this will be used during event
positioning to perform distance thresholding.

MDj = max
i∈1→Nj

(
64∑
k=1

(CAVi ,j ,k − µn,k)2) (6.1)

Nj is the number of events obtained after energy filtering and Anger
masking for calibration position j . CAVi ,j ,k is the normalized value of anode
k for calibration event i of calibration position j , and, µn,k is the mean
normalized value of anode k for position n on the interpolated grid. Index n
is defined as the index on the interpolated grid that has the same coordinates
as index j on the measurement grid.

Finally, interpolation is used to obtain MDm values for a 250 µm grid.
The interpolation mechanism is the same as the method used to calculate
the interpolated µm,k and PCm values.
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Figure 6.5: The processing steps performed for each detected event. Each event
has to be accepted by a coarse energy window before it is positioned. Afterwards
a fine energy window and a distance threshold are applied.

6.3.3 Event positioning

Fig. 6.5 shows the processing steps that are performed for each detected
event. Each event has to be accepted by a coarse energy window before it
is positioned. Once the position is determined, a fine energy window and a
distance threshold are applied. All these steps are explained in detail in the
following paragraphs.

6.3.3.1 Coarse energy windowing

A coarse energy window is applied before positioning an event to reduce
computation time. The two energy thresholds used by this coarse window
are described by equations 6.2 and 6.3.

CTL =
(100− EW

2 )
100 min(PCm) (6.2)

CTH =
(100 + EW

2 )
100 max(PCm) (6.3)
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EW is the width of the energy window in percent. A 20% window is used
for the NaI(Tl) setup; a 42% window is used for the LYSO detector. The
size of the energy window is approximately twice the energy resolution of
the detector.

6.3.3.2 Mean nearest-neighbor event positioning (MNN)

MNN calculates the square of the Euclidean distance (Di ,m) for an event i
to the mean light spread of grid position m. This distance is a measure for
the similarity between the light spread of event i and the mean light spread
of position m.

Di ,m =
64∑
k=1

(AVi ,k − µm,k)2 (6.4)

AVi ,k is the normalized value of anode k for event i .
The interaction position (Pi ) of event i is set to the grid position m which

has the smallest square distance:

Pi = arg min
m

(Di ,m). (6.5)

This algorithm was implemented on a graphics processing unit (GPU).
Computation time is drastically reduced by applying a contracting grid
search instead of an exhaustive search [102].

6.3.3.3 Fine energy windowing

When the event has been positioned it is filtered by a fine energy window.
The energy window is centered on the PCm of the event position Pi (equa-
tions 6.6 and 6.7). The energy window width (EW ) is fixed for the whole
detector.

FTi ,L =
(100− EW

2 )
100 (PCPi

) (6.6)
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FTi ,H =
(100 + EW

2 )
100 (PCPi

) (6.7)

6.3.3.4 Distance thresholding

Additional filtering is done by using a maximal distance threshold. Event i
is accepted when Di ,Posi (the minimal distance) is smaller then MDPosi (eq.
6.1), otherwise it is rejected.

The usage of distance thresholding will partly remove multiple interactions
(e.g. Compton scatter interaction followed by a photo-electric interaction)
which end up in the energy window. For the LYSO detector it will also
partly remove the events that are caused by combinations of intrinsic LYSO
radioactivity (see section 6.4.3) and (intrinsic LYSO or extrinsic Compton
scattered) gamma photons. Such events show little similarity to the energy
filtered and Anger masked calibration events; due to this their Euclidean
distance to the mean detector response is large and, they can be filtered
out by using a distance threshold.

This distance thresholding is related to likelihood thresholding [100]; both
methods remove events whose light spread shows no similarity to the light
spreads obtained during calibration.

6.4 Evaluation of detector performance

All measurements except the intrinsic radioactivity measurement are done
for the NaI(Tl) and the LYSO detector. The intrinsic radioactivity measure-
ment is only performed for the LYSO detector.

6.4.1 Mean light spread

The beam source (see Fig. 6.2, 99mTc, approximately 387 MBq for the
NaI(Tl) detector and approximately 370 MBq for the LYSO detector) is
directed to the center of the detector and an acquisition of 60 s is made.
87420 And 101546 events were used to calculate the average light spread
of respectively the NaI(Tl) detector and the LYSO detector.

The average light spreads are shown in Fig. 6.6(a) (NaI(Tl) detector)
and Fig. 6.6(b) (LYSO detector).
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Figure 6.6: The mean light spread of events interacting in the center of the scintil-
lator (measured on an 8x8 channel H8500 PSPMT). (a) The NaI(Tl) measurement
and (b) the LYSO measurement.

The mean light spread of the LYSO detector (11.1 mm FWHM) is by
far narrower than the mean light spread of the NaI(Tl) detector (16.6 mm
FWHM). The main reason for this is the difference in thickness of the
scintillators and the usage of a light guide on the NaI(Tl) detector. Our
hypothesis is that this leads to a better spatial resolution when the light
sampling is fine enough.

6.4.2 Energy resolution

The detector is scanned with the beam source (Fig. 6.2, same activity as
in section 6.4.1) on a Cartesian grid (step size 5.5 mm). This results in 81
acquisitions. Acquisition time is 30 s. An energy histogram is generated for
each grid position and the full width at half maximum (FWHM) is derived
by fitting a Gaussian function to the energy histogram.

The energy resolution of the LYSO detector is position dependent (see
Fig. 6.7(b)). The best energy resolution (20.1%) is obtained in the center
of the detector; the worst energy resolution (24.4%) is obtained at a corner
of the detector. This position dependence is less pronounced for the NaI(Tl)
detector due to the absence of black edges (Fig. 6.7(a)). The best energy
resolution (9.0%) is obtained at row 7, column 6; the worst energy resolution
(9.7%) is obtained at a corner of the detector.

Fig. 6.8 and Fig. 6.9 show the energy spectra of the two acquisitions
of section 6.4.1 (beam at center detector, 300 s acquisition time). The
spectrum of the LYSO detector shows an X-ray escape peak at 86 keV.
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Figure 6.7: The energy resolution measured with the beam source positioned on
a Cartesian grid. (a) The NaI(Tl) measurement and (b) the LYSO measurement.

Figure 6.8: The energy spectrum measured with a beam source pointing to the
center of the detector (NaI(Tl)).
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Table 6.3: The minimum, maximum and mean energy resolution
NaI(Tl) LYSO

Min. En. Res. (%) 9.0 20.1
Max. En. Res. (%) 9.7 24.4
Mean En. Res. (%) 9.3 ± 0.2 21.3 ± 1.1

When a gamma photon (Eγ = hν) undergoes photoelectric interaction,
then a photo electron is ejected (Ee = hν − Eb, Eb is the binding energy
of the electron) and a characteristic X-ray (EX ) is emitted. In most cases,
this characteristic X-ray is immediately absorbed in the detector and the
full gamma-ray energy is detected (EDet = Ee + EX = hν). When this
photoelectric interaction occurs near a surface of the scintillator then it is
possible that the X-ray escapes from the scintillator. In that case only a part
of the gamma-ray energy will be detected (EDet = Ee) and this results in a
second peak in the energy spectrum. Here, the X-ray escape peak is caused
by Kα1 X-ray escape of lutetium. The X-ray escape peak is positioned at
EDet ≈ hν − Eb = 140keV − 54keV = 86keV . X-ray escape has a higher

Figure 6.9: The energy spectrum measured with a beam source pointing to the
center of the detector (LYSO). Note the X-ray escape peak at 86 KeV; this peak
is caused by Kα1 X-ray escape of lutetium. The high-energy tail in the LYSO
spectrum is caused by the LYSO intrinsic radioactivity.
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probability for thin and dense crystals and for low energy gamma photons
because in those cases the photoelectric interaction occurs closer to the
surface of the scintillator. This effect is discussed in detail in [33].

A consequence of X-ray escape is that the detection efficiency of the LYSO
detector will decrease because some photoelectric events will be detected
outside of the energy window and will thus be rejected. Consider that the
sum of the areas of the two hatched peaks in Fig. 6.9 is 100 % then the
photoelectric peak is 90.8 % and the X-ray escape peak is 9.2 %.

6.4.3 Intrinsic radioactivity

The LYSO intrinsic radioactivity is measured by doing a long acquisition
(approximately 9 h) without external activity. The events are positioned by
the MNN method.

Fig. 6.10(a) depicts the positioned intrinsic activity when no distance
thresholding is used. Image (b) is obtained by using distance thresholding.
The use of distance thresholding results in a lower LYSO background (7.4%
less, see table 6.4) and in a more uniform background image.

The intrinsic count rate is low (125.6 cps, 0.024 cps/mm3, see table 6.4)
in a 110.6 keV to 169.4 keV window.

Table 6.4: Intrinsic LYSO events
Acquisition time (min) 531
Energy window center (keV) 140
Energy window (%) 42
Energy window (keV) 110.6 to 169.4

MNN without MNN with
dist. thresh. dist. thresh.

Nbr. of events
in energy window 4001824 3705634
Nbr. of events
in energy window (%) 100 92.6
Count rate (cps) 125.6 116.3
Count rate / vol. scint.
(cps/mm3) 0.026 0.024

The intrinsic radioactivity of LYSO is caused by the presence of 176Lu
(natural abundance 2.6%, half-life 3.78 × 1010 years) in the scintillator.
The decay scheme of 176Lu is shown in Fig. 6.11 [146]. Intrinsic events
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Figure 6.10: This LYSO background image was obtained during a 531 min acqui-
sition without external activity. Image (a) shows the positioned intrinsic activity
when no distance thresholding is used. Image (b) is obtained by using distance
thresholding. The use of distance thresholding results in a lower LYSO background
(7.4% less, see table 6.4) and in a more uniform background image. The intrinsic
count rate is low (0.024 cps/mm3, see table 6.4).

in a 140 keV centered energy window consist of β− decays in combination
with escaping γ decays, combinations of β− decay and Compton scattered
γ decays and combinations of β− decay and photoelectrically absorbed 88
keV γ decays.

6.4.4 Spatial resolution measurements

A uniformity map is acquired before performing the actual resolution mea-
surements. This is done by measuring a point source (99mTc, 118 MBq) at
large distance (90 cm) from the detector.

6.4.4.1 Beam source measurement

The events from the energy resolution acquisitions (see section 6.4.2: beam
source on 5.5 mm grid) are positioned and merged into one image. This
image is corrected for uniformity by dividing it by the uniformity map. This
is depicted in Fig. 6.12. Profiles are shown in Fig. 6.13.

The mean FWHM of all the beams is calculated for the full field of view
(FOV) and for the central field of view (CFOV, the length and width of
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Figure 6.11: The decay scheme of 176Lu [146]. The β− decay has a continuous
spectrum, it is the main contributor to events in a 140 keV centered energy window.

.

the CFOV are 75% of the length and width of the FOV). The results were
corrected for the beam diameter by using equation 3.1. Additionally, the
bias is calculated for each beam position.

The mean spatial resolution over the whole FOV is 1.72 ± 0.56 mm for the
NaI(Tl) detector and 1.02 ± 0.32 mm for the LYSO detector. The results
improve if we only consider the CFOV because the worst spatial resolution is
obtained at the edges of the scintillator. Here, the mean spatial resolution
is 1.28 ± 0.12 mm for the NaI(Tl) detector and 0.78 ± 0.04 mm for the
LYSO detector.

A summary of the results, including the bias, is given in table 6.5.

Table 6.5: Spatial resolution
NaI(Tl) LYSO

FWHM FOV (mm) 1.72 ± 0.56 1.02 ± 0.32
FWHM CFOV (mm) 1.28 ± 0.12 0.78 ± 0.04
FWHM center (mm) 1.18 0.75
Mean bias FOV (mm) 0.10 ± 0.11 0.04 ± 0.03
Mean bias CFOV (mm) 0.03 ± 0.01 0.03 ± 0.02



6.5 Discussion 163

Figure 6.12: Result of the beam source measurement on (a) the NaI(Tl) detector
and (b) the LYSO detector. The grid spacing is 5.5 mm. Profiles on the dotted
lines are depicted in Fig. 6.13

.

6.4.4.2 Tungsten resolution collimator measurement

The tungsten resolution collimator is shown in Fig. 6.14. The measurement
setup is depicted in Fig. 6.15, it consists of a source (99mTc, 25.9 MBq)
that is positioned at large distance (46 cm) from the resolution collimator.
The resolution collimator is positioned on the scintillator. The acquired
image is corrected for uniformity by dividing it by the uniformity map.

Fig. 6.16(a) shows the image obtained using the resolution collimator
on the NaI(Tl) detector; Fig. 6.16(b) is obtained with the LYSO detector.
These images clearly indicate the higher resolution of the LYSO detector;
the 0.6 mm holes can be resolved on the LYSO detector.

6.5 Discussion

Three factors contribute to the energy resolution of a scintillator: Poisson
statistics during the production of light photons in the scintillator (section
2.5.1.2), activator concentration gradients (the light yield becomes position
dependent when the activator is not uniformly distributed) and an intrinsic
contribution [147]. The latter factor is due to the non-linearity of the light
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Figure 6.13: (a) Horizontal and (b) vertical profile view of the beam source mea-
surement on the NaI(Tl) detector. The FWHM of the central beam position is 1.18
mm. (c) Horizontal and (d) vertical profile view of the beam source measurement
on the LYSO detector. The FWHM of the central beam position is 750 µm. The
pixel size is 250 µm.

.
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Figure 6.14: The resolution collimator is a 2 mm thick tungsten plate and contains
groups of parallel holes of different diameters.

yield of the scintillator.
The energy resolution of the NaI(Tl) detector (9.3%) is superior to the

energy resolution of the LYSO detector (21.3 %). This is partially due to
Poisson statistics (LYSO has a lower light yield than NaI(Tl) [148]) which
results in a larger statistical contribution to the energy resolution for LYSO
and, partially due to the worse intrinsic energy resolution of LYSO (discussed
by Dorenbos et al. for LSO [147]). L(Y)SO shows significant non-linear
behavior for low energy gamma-rays (Eγ < 60keV ). Low energy non-
proportional behavior also influences the energy resolution for higher energy
gamma photons (such as 140 keV 99mTc). A photoelectric interaction
of a 140 keV gamma ray in a scintillator generates secondary radiation
(characteristic X-rays and/or Auger electrons, having a low energy) and a
photo-electron. The photo-electron then looses its energy along its track
with a series of small energy deposits. All these energy quanta are of a low
energy and its energy composition varies, which leads to a worse energy
resolution when the scintillator’s response is not linear [149].

The energy resolution of the LYSO detector is worst at the edges and
corners of the crystal; this is caused by the black side edges of the LYSO
scintillator. The mediocre energy resolution might pose problems for stan-
dard clinical SPECT imaging because such acquisitions typically contain a
high quantity of scattered photons. High spatial resolution detectors are
however mostly interesting for pinhole imaging, this is typically used for
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Figure 6.15: The setup used to obtain a projection of the resolution collimator
(not drawn to scale)

pre-clinical imaging and energy resolution is less important for such studies
due to the lower amount of scattered photons [150]. It does however limit
the possibilities to perform multi-isotope SPECT studies.

The intrinsic radioactivity of LYSO is low and is probably not a problem
for typical SPECT imaging. Eventually, a background subtraction method
(proposed by Yao et al for LSO [145]) can be used to compensate for the
intrinsic radioactivity. Our measured background activity (0.024 cps/mm3

for a 60 keV wide window, centered at 140 keV) is slightly less than what
would be expected from the measurements of Lois et al. [142] (0.021
cps/mm3 for an 80 keV wide window, centered at 140 keV). This is likely
due to the different scintillator geometry (49 mm x 49 mm x 2 mm for our
setup, 51 mm x 51 mm x 4 mm for the setup used by Lois et al.). The
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Figure 6.16: The image acquired using the resolution collimator on (a) the NaI(Tl)
detector and (b) the LYSO detector (only the detector area uncovered by the
collimator holes is shown). The 0.8 mm holes can be resolved on the NaI(Tl)
detector, the 0.6 mm holes can be resolved on the LYSO detector.

.

background map (Fig. 6.10(b)) is not uniform. The background events
are more prominent at the edges of the scintillator, where the probability
that the 176Lu gamma decays are able to escape the scintillator without
interaction is higher [142]. Additionally, a grid pattern is observed. This
pattern is caused by detector uniformity; it is also visible in the uniformity
map. The pattern is not a consequence of the MNN positioning algorithm; a
similar pattern is observed when using COG or MLE event positioning (Fig.
6.17). It is our hypothesis that the pattern results from the detector’s spatial
resolution which is limited by the PSPMT’s anode pixel size. Because of
this limitation, the resolution will be slightly better when the event interacts
above the gap between two pixels than when the interaction takes place
above the center of a pixel. This resolution non-uniformity then gives rise
to detector non-uniformity.

The LYSO scintillator outperforms the NaI(Tl) scintillator with respect
to spatial resolution (NaI(Tl) 1.28 mm, LYSO 0.78 mm). The spatial res-
olution degradation near the edges of the crystal is worse for the NaI(Tl)
detector than for the LYSO detector; this is due to the reflecting edges of
the NaI(Tl) package and the thicker NaI(Tl) crystal. The spatial resolution
of 0.78 mm obtained with the continuous 2 mm thick LYSO scintillator
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Figure 6.17: The LYSO background image, processed with (a) COG, (b) MNN
and (c) MLE event positioning. No distance thresholding or likelihood thresholding
has been used.

and the MNN event-positioning algorithm is substantially better than the
spatial resolution of other existing SPECT L(Y)SO-based detectors (an enu-
meration was given in the introduction of this chapter where the highest
resolution was 2 mm, obtained by making use of a pixelated LYSO scintil-
lator).

We used MNN to calculate the event position. Previously, MLE event
positioning has been used [5, 100, 101]. The use of MLE results in an
improvement in spatial resolution (see table 6.6). The advantage of MNN
is that it is computationally less demanding than MLE event positioning.
A measurement containing 117340 events is positioned in 3.5 s by MNN
event positioning (33500 events/s); the same dataset takes 6.0 s using MLE
event positioning (19500 events/s).

At first sight, one might expect that the count rate capability of the LYSO
detector is higher than that of the NaI(Tl) detector because LYSO is a much
faster scintillator (230 ns decay time for NaI(Tl) and 40 ns decay time for
LYSO). However, in our setup the count rate is limited by the electronics
(by the Ethernet bandwidth and the analog pre-amplifiers) and, as a result
both the LYSO and NaI(Tl) scintillator would show approximately the same
count rate capability. The count rate performance of the electronics was
characterized in a previous chapter (see section 3.7).

LYSO is also interesting for SPECT studies that involve high-energy iso-
topes (e.g. 131I and 111In) because of its high stopping power. Note how-
ever that a thicker scintillator would be required for such applications which
would probably result in worse spatial resolution.
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Table 6.6: Spatial resolution
NaI(Tl)

MNN MLE
FWHM FOV (mm) 1.72 ± 0.56 1.63 ± 0.56
FWHM CFOV (mm) 1.28 ± 0.12 1.20 ± 0.13
FWHM center (mm) 1.18 1.14
Bias FOV (mm) 0.10 ± 0.11 0.15 ± 0.11
Bias CFOV (mm) 0.03 ± 0.01 0.08 ± 0.04

LYSO
MNN MLE

FWHM FOV (mm) 1.02 ± 0.32 1.00 ± 0.37
FWHM CFOV (mm) 0.78 ± 0.04 0.74 ± 0.05
FWHM center (mm) 0.75 0.64
Bias FOV (mm) 0.04 ± 0.03 0.05 ± 0.03
Bias CFOV (mm) 0.03 ± 0.02 0.04 ± 0.03

6.6 Summary and original contributions

We have described two SPECT detectors: the first one is based on 5 mm
thick NaI(Tl) scintillator and the second one is based on 2 mm thick LYSO
scintillator, both scintillators are coupled to a Hamamatsu H8500 PSPMT.
The main detector components were described, MNN calibration and event
positioning was explained and, measurements of spatial resolution and en-
ergy resolution were presented. The NaI(Tl) detector has an energy res-
olution of 9.3% and a spatial resolution of 1.28 mm (CFOV); the LYSO
detector has an energy resolution of 21.3% and a spatial resolution of 1.02
mm (FOV) and 0.78 mm (CFOV). The LYSO background is low (0.024
cps/mm3 in a 110.6 to 169.4 keV window) and can probably be ignored for
typical SPECT studies.

Due to the high spatial resolution of the LYSO detector, magnification
can be small or minification can be used and, as a consequence, more
pinholes and detectors can be positioned, which finally results in a higher
system sensitivity [1]. A collimator has been designed specifically for our
LYSO detector [1]. This collimator has a complex geometry and would
be very expensive or impossible to manufacture using the traditional ma-
chining techniques like milling, drilling and EDM. Therefore, we introduce
in the next chapter a new manufacturing technique for complex tungsten
collimators.
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The work described in this chapter has been published as a peer-reviewed
journal publication [8].



Chapter 7

Rapid additive manufacturing
of collimators with selective
laser melting of tungsten
powder

7.1 Introduction

In chapter 2 we have presented an overview of several collimator types.
For the majority of clinical studies a parallel hole collimator is used, but
there is an increased use and need for more complex shaped collimators
for imaging specific organs (heart, brain [151, 152]) or small objects (mice,
rats). Especially in cardiac [153–155] and small animal imaging [156, 157],
systems with complex collimator geometries have been designed. These
systems often have a high number of pinholes (e.g. 75 pinholes in the
U-SPECT II system [158], 300 pinholes in the VECTor system [42]).

The production of complex multi-pinhole and multi-lofthole collimators
can be a daunting task. Especially when they have to be made out of
tungsten, which is a very hard and brittle material. An overview of differ-
ent collimator production techniques is given in section 2.4.5. The most
commonly used techniques are casting of lead, drilling and milling of lead
or tungsten alloys and, electric discharge machining (EDM) of tungsten or
tungsten alloys.

In this chapter we present a novel direct additive manufacturing technique
for the construction of collimators, based on selective laser melting (SLM)
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of high density tungsten powder. Selective laser melting uses a focused
laser to melt powder. The laser scans a cross-section of the collimator on
the surface of a powder bed. After this the powder bed is lowered and a
new uniform powder layer is distributed on top of the previous layer. This
process is repeated until the whole collimator is produced.

The traditional techniques are based on removing material from a plate
(subtractive manufacturing) by making use of mills, drills or EDM. This
new additive manufacturing technique effectively only adds material where
the CAD design file specifies material. This has the added benefit that less
material is wasted which might in some cases lead to an additional cost
reduction.

We have evaluated this new technique by performing measurements on
three sample plates and on two collimators. The plates and the first-
generation collimator were produced with the same processing parameters.
After this, the processing parameters and post-processing were updated to
improve the density and the accuracy, and, the second-generation collimator
was produced.

First we measured the density and gamma photon attenuation of the three
sample plates. Measurements were done on the first-generation collimator:
the density was measured, point source measurements were done and the
production accuracy was verified. Finally we measured the density and
production accuracy of the second-generation collimator.

7.2 Collimator design

Two collimators have been produced using additive manufacturing. The
first-generation collimator was the first design that was produced using this
technique. Consequent SPECT simulations indicated that some geometrical
changes were required, this resulted in a new design: the second-generation
collimator. The latter collimator was also produced using additive manufac-
turing but some processing parameters and post-processing were updated
in order to further improve the accuracy and density of the collimator.

7.2.1 First-generation collimator

We have extended the single lofthole (section 5) to a multi-lofthole colli-
mator for mouse imaging [1]. The collimator has 20 loftholes that focus on
different small regions in the mouse. The loftholes have no entrance open-
ing and due to this, the apertures are positioned on the top of the collimator
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(a) (b)

(c) (d)

c

Figure 7.1: The first-generation collimator (CAD rendering). (a) The top side
of the collimator. The top of the plate contains 20 apertures, the loftholes do
not have an entrance opening. (b) The bottom side of the collimator. This view
depicts the exit openings of the loftholes. (c) A side view of the collimator. (d) A
profile view shows the sharp edges between the different loftholes.

plate; the exit openings of the loftholes form a grid of sharp edges. This
results in a collimator with a complex shape (see Fig. 7.1); the collimator
is 16 mm thick and measures 70 mm by 52 mm. The production of such a
collimator is very expensive or might even be impossible to produce using
drilling, milling or electric discharge techniques due to the large number of
loftholes and the obliqueness of these. Therefore additive manufacturing
was investigated for producing this design.
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Figure 7.2: (a) A CAD rendering of the second-generation collimator and (b) a
profile view.

7.2.2 Second-generation collimator

The second-generation is approximately similar to the first-generation colli-
mator. The differences are that the loftholes have a small entrance opening,
to improve penetration performance and, that the apertures are differently
positioned. Additionally, the sides of the collimator were made thinner to
reduce the amount of tungsten required. A CAD rendering is shown in Fig.
7.2.

7.3 Collimator production

Additive manufacturing is a broad term used for a variety of production
techniques in which material is built up in thin layers by a 3D-printer based
on a 3D CAD design (STL file). This procedure is repeated layer by layer,
until the complete object is built. Components can be built in a large variety
of materials; mostly plastics and some metals.

In the past tungsten-carbide alloys have been produced with additive man-
ufacturing but this is the first report on additive manufacturing of pure
tungsten. A general illustration of the technique is shown in Figure 7.3.

The build-up process starts with a base plate on the object piston (Fig.
7.3(e)). Metal particles are distributed over this solid piece by the powder
delivery system: the powder table (Fig. 7.3(d)) moves up and the powder
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Figure 7.3: Illustration of the production process: (a) laser source, (b) scanner
system, (c) collimator, (d,f) powder delivery system, (e) object piston and (g)
powder.

distributor (Fig. 7.3(f)) spreads a thin layer of powder (Fig. 7.3(g)). In a
next step the laser scanner system (Fig. 7.3(a) and (b)) draws the desired
cross section on the powder bed. A raster scan is used for the trajectory
of the laser beam; the scan speed is not varied. The laser is switched on
at the locations where the powder has to be melted (Fig. 7.3(c)). In the
other regions, the powder remains unaffected and can be used again after
the process. Each subsequent layer is then melted on the previous layer.
The current production process allows volumes with base planes of 25 cm
x 25 cm. The different processing parameters (thickness of each powder
layer, the laser power, the laser spot size and the laser scanning speed) are
determined by performing parameter studies and material testing.

For this application, tungsten powder with a grain size below 63 µm
and average diameter of 35 µm was used. A tungsten support structure
was melted on top of the base plate. The collimator was built on top of
the support structure. The process was started on the end plane of the
collimator that contains the apertures. Afterwards, the support structure
was removed from the base plate by electric discharge machining (EDM)
and the collimator was removed manually from the support structure.

The geometry of the collimator was obtained by simulations [1]. Siemens
NX was used to make a CAD model of the geometry. This CAD design
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was sent to the additive manufacturing company (Layerwise, Belgium) and
within 2 weeks the collimator was produced (Figs. 7.4, 7.5 and 7.6). Lay-
erwise has built their own laser melting machine. This machine uses a solid
state laser with a wavelength in the infrared region. Typically used laser
powers are in the range of 100 to 200 Watt. The total manufacturing time
of a collimator was 26 hours.

Figure 7.4: Bottom view of the produced first-generation multi-lofthole collimator
(16 mm thick and 70 mm x 52 mm transverse size)

Figure 7.5: The manufactured second-generation collimator
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7.4 Measurements on printed sample pieces

A solid tungsten block was made by selective laser melting. Three plates
(250 µm, 500 µm and 750 µm thick) were cut from this solid block by use
of wire electric discharge machining (WEDM).

7.4.1 Density

The density of each plate was calculated by measuring the mass (Mettler
Toledo EL104) and the volume. The volume was calculated by measur-
ing the dimensions of the samples with a caliper (Moore & Wright), the
thickness of the plates was measured with a micrometer (Etalon Microselect
25).

Tables 7.1 and 7.2 show the weight, dimensions and density of the three
different tungsten plates. There is a noticeable difference between the den-
sity of sample number 1 and the densities of sample numbers 2 and 3. We
had not expected this because all three plates were machined from the same
printed tungsten block. It might be caused by the thickness of this plate
in combination with its roughness. The roughness of the plate has minimal
influence on the volume of the thicker plates but might have a substantial
influence on the volume of the thin plate. The density of the plates is lower
than the density of pure tungsten because there are microscopic air cavities
in the plates.

Sample Nbr Thick. (mm) Dim. 1 (mm) Dim. 2 (mm)
1 0.24 9.63 10.1
2 0.48 9.64 10.09
3 0.73 9.67 10.13

Table 7.1: Dimensions of the three tungsten plates

Sample Nbr Weight (g) Dens. (g/cm3)
1 0.3635 15.6
2 0.821 17.6
3 1.265 17.7

Table 7.2: Densities of the three tungsten plates
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7.4.2 Attenuation

A 140 keV 99mTc beam source was used to irradiate the sample plates. The
measurement setup is depicted in Fig. 7.7. The beam source has a 355 µm
diameter hole and a hole length of 10 mm. The NaI(Tl) detector described
in chapter 3 is used.

First a measurement was made without an attenuating sample piece. This
was followed by a measurement with an attenuating sample piece. An ac-
quisition time of 60 seconds and an energy window of 20% was used for
each measurement. These measurements were repeated 10 times for each
sample piece, the beam was not moved in between the 10 measurements.
The detected events were filtered by position (only events located in a ra-
dius of 2 mm around the position of the peak in the detector measurement
were used) to obtain a narrow beam measurement that minimizes the con-
tribution of scatter.

The energy and position filtered data were then used to calculate the
attenuation of the sample pieces for 140 keV gamma rays; the outcome was
compared to the expected attenuation calculated by the Lambert-Beer law.
This calculation uses the measured density (section 7.4.1) and the mass
attenuation coefficient of tungsten for 140 keV (NIST XCOM database,
1.88 cm2/g).

The expected and measured attenuation of the three plates is given in
table 7.3, the standard deviation was calculated from the 10 attenuation
measurements that were done for each plate, the expected and measured
attenuation are in good agreement. As a comparison we also calculated
the expected attenuation of pure tungsten plates (density 19.25 g/cm3, µm
1.88 cm2/g) and pure lead plates (density 11.34 g/cm3, µm 2.39 cm2/g)
having the same thicknesses as the measured plates (table 7.4).

Sample Nbr Expected Att. (%) Meas. Att. (%) StDev (%)
1 50.5 50.3 1.2
2 79.6 79.7 0.4
3 91.2 91.5 0.3

Table 7.3: Expected attenuation and measured attenuation for 140 keV gamma
ray photons. The expected attenuation uses the dimensions and densities from
tables 7.1 and 7.2.

Additionally a transmission scan of each plate was made to check the
uniformity of the plates. This was done using a GE eXplore Locus SP
micro-CT (90kVp, 60uA, averaged over 3 frames, 3 seconds exposure time).
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Figure 7.6: Some details of the second-generation collimator. (a) A microscopic
view of the entrance openings and apertures. (b) The resolution of the manufac-
turing process allows for fine details such as text.

Figure 7.7: The setup used to measure attenuation. Three sample plates were
made (250 µm, 500 µm and 750 µm thick). The detected events were energy and
position filtered to obtain a narrow beam measurement that excludes scatter.
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Sample Nbr Att. Pure W Att. Pure Pb
1 58.1 47.8
2 82.4 72.8
3 92.9 86.2

Table 7.4: The attenuation factors of pure tungsten plates (density 19.25 g/cm3,
µm 1.88 cm2/g) and pure lead plates (density 11.34 g/cm3, µm 2.39 cm2/g) for
the thickness of the three plates are given for comparison.

The transmission images are shown in Fig. 7.8(a), (b) and (c). A hori-
zontal profile through the center of these images is shown in Fig. 7.8(d),
(e) and (f). These flat profiles indicate that the plates have uniform atten-
uation.

7.5 Collimator measurements (first-generation col-
limator)

7.5.1 Density

The volume of the collimator was measured by using the Archimedes sus-
pension method [159] and the density was determined by determining the
mass with a precision balance (Kern EMB 1200-1). This measurement was
repeated 10 times.

The volume of the collimator was 32.0 ± 0.18 cm3, the mass was 553.89
± 0.19 g. The density of the collimator was 17.31 ± 0.10 g/cm3. This
corresponds to 89.92 ± 0.50 % of pure tungsten (density 19.25 g/cm3).
The density is not 100 % of pure tungsten because there are microscopic
air cavities in the tungsten walls.

7.5.2 Production accuracy

The collimator was scanned using a GOM ATOS II Triple Scan optical
scanner. The outcome of this measurement was compared with the original
CAD design file.

Using this technique we were able to measure most surfaces of the colli-
mator. It did not allow us to measure the apertures, the deepest parts of
the loftholes and the sharp edges that separate the different loftholes. The
result of the collimator measurements is shown in Fig. 7.9. The deviations
are not uniformly spread over the collimator, there is a defect that continues
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Figure 7.8: (a)(b)(c) Transmission scan of the three plates (GE eXplore Locus
SP micro-CT). (d)(e)(f) Profiles of the transmission images on the dashed lines,
the profiles show the uniform attenuation of the plates.
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along the length of the collimator, it is marked with a black rectangle in
Fig. 7.9. Fig. 7.10 zooms in on the maximum and minimum deviation.
The maximum deviation is +0.650 mm, the minimum deviation is -0.260
mm. A histogram of the deviations is depicted in Fig. 7.11. The part has
a positive bias due to the roughness of the collimator surfaces.

The absolute position of the apertures (referenced to a corner of the
collimator) was measured with a Nikon AZ100M microscope. The aper-
tures were measured with an Olympus IMT200 microscope. The Olympus
IMT200 is an inverted microscope: light is generated under the aperture
and the microscope looks to the collimator from the lofthole side. This re-
sulted in images where the contours of the apertures can be seen in detail.
This technique was used for the three central rows of apertures; it could
not be used for the top and the bottom row because of the obliqueness of
these holes. The apertures were segmented from the acquired microscopic
images, their area was calculated and this area was then used to calculate
the average diameter of the aperture.

The aperture positions have a mean deviation of 5 µm, the maximum
deviation was 174 µm and the minimum deviation was -122 µm. The mean
aperture diameter is 464 ± 19 µm. The measured diameters are shown in
table 7.5.

Col. 1 Col. 2 Col. 3 Col. 4
Row 2 472 µm 485 µm 482 µm 456 µm
Row 3 441 µm 494 µm 445 µm 433 µm
Row 4 465 µm 482 µm 454 µm 454 µm

Table 7.5: Measured diameters of the pinholes. See Fig. 7.13 for the nomencla-
ture.

The microscopic images revealed that the circularity of the apertures is
not good. This is shown in Fig. 7.12.

7.5.3 Sensitivity measurement

The collimator was positioned on top of the NaI(Tl) detector (described in
chapter 3). A 99mTc point source was made with an anion-exchange bead
(Bio-Rad AG1-X2, total activity 5.4 MBq) and, was positioned in front of
the center of the collimator (depicted in Fig. 7.13). The point source was
moved in steps of 1 mm from a height of 5 mm to a height of 34 mm
above the aperture plane. At each position an acquisition of 60 seconds
was made, an energy window of 20 % was used. The number of detections
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Figure 7.9: The deviation between the first-generation collimator and the CAD
design (positive deviations in red, negative deviations in blue). The top figure
shows the bottom side of the collimator; this is the surface that contains the exit
opening of the loftholes. The bottom figure shows the top side of the collimator,
this surface contains the apertures. The used measurement technique did not allow
us to measure the apertures, the deepest parts of the loftholes and the sharp edges
that separate the different loftholes.
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Figure 7.10: A magnified view of the collimator depicting the largest deviations.
The biggest deviations are found in the same lofthole.

Figure 7.11: A histogram of the deviations across the whole collimator (unit is
mm)
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Figure 7.12: A microscopic image of the aperture at row 1, column 1 (first-
generation collimator).

was measured and calculated for the central apertures (the apertures at row
2,3,4 columns 2 and 3, see Fig. 7.13 for the nomenclature).

The expected number of detections was calculated based on the pinhole
sensitivity formula (equation 2.13) and the detector sensitivity. The detector
sensitivity is based on the Lambert-Beer law (see equation 7.1), it uses
µ (attenuation coeffient of the detector material), TDet (thickness of the
detector) and α (the angle of incidence).

SDetector = 1− exp
[
µTDet

cos(α)

]
(7.1)

The expected number of detections depends on the activity of the source
(ActSrc), the acquisition time (TAcq), the sensitivity of the pinhole (SPinhole)
and the sensitivity of the detector (SDetector ).

NbrOfDetections = ActSrc × TAcq × SPinhole × SDetector (7.2)

The expected number of detections (eq. 7.2) was calculated using the
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Figure 7.13: The setup used to measure sensitivity. A small point source was
positioned in front of the center of the collimator. The point source was moved
from a height of 5 mm to a height of 34 mm above the aperture plane. This was
done in steps of 1 mm.

ideal pinhole diameters (500 µm) and using the measured pinhole diameters.
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Figure 7.14: Measurement of a point source at a height of 34 mm above the
aperture plane, the point source is seen by all the apertures.

Figure 7.15: Measured and expected number of counts. The expected number of
counts was calculated using the ideal pinhole diameters (500 µm) and using the
measured pinhole diameters (see table 7.5).



188
Rapid additive manufacturing of collimators with selective laser

melting of tungsten powder

The resulting detector measurement of a point source at a height of 34
mm is shown in Fig. 7.14.

The expected number of counts fits well to the measured number of
counts when the point source is in the field-of-view of the lofthole (Fig.
7.15).
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7.6 Collimator measurements (second-generation
collimator)

7.6.1 Density

The volume of the collimator was measured by using the Archimedes sus-
pension method [159] and the density was determined by determining the
mass with a precision balance (Kern EMB 1200-1). This measurement was
repeated 10 times.

The volume of the collimator was 18.18 ± 0.08 cm3, the mass was 337.37
± 0.07 g. The density of the collimator was 18.56 ± 0.08 g/cm3. This
corresponds to 96.4 ± 0.42 % of pure tungsten (density 19.25 g/cm3).

The density of the second-generation collimator is higher than the density
of the first-generation collimator because different processing parameters
were used during the manufacturing.

7.6.2 Production accuracy

The collimator was also measured using the GOM ATOS II Triple Scan
optical scanner. The outcome of this measurement was compared with the
original CAD design file.

The result of the collimator measurements are shown in Fig. 7.16. The
accuracy has greatly improved with reference to the first-generation colli-
mator due to different processing parameters and different post-processing.
The maximum deviation is +0.180 mm, the minimum deviation is -0.137
mm. A histogram of the deviations is also depicted in Fig. 7.16. The part
also has a small positive bias.

The diameter of each aperture was measured using a microscope. The
mean aperture diameter is 509 ± 21 µm, the maximum diameter is 542 µm,
the minimum diameter is 457 µm. A microscopic view of some collimator
holes is depicted in Fig. 7.17.
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Figure 7.16: The deviation between the second-generation collimator and its CAD
design (positive deviations in red, negative deviations in blue). The top figure shows
the top side of the collimator; this is the surface that contains the entrance opening
of the loftholes. The bottom figure shows the bottom side of the collimator, this
surface contains the exit openings.
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Figure 7.17: A microscopic view of the entrance openings and apertures of the
second-generation collimator
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Figure 7.18: (a) A casted lead parallel hole collimator and (b) a tungsten parallel
hole collimator made by additive manufacturing. The tungsten collimator allows
the usage of smaller holes and thinner septa. The tungsten collimator has a hole
size of 525 µm and the septal thickness is 150 µm, the hole length is 25 mm.

7.7 Discussion

Additive manufacturing is a new technique to produce pure tungsten col-
limators. This technique can be used for new collimator geometries that
would be impossible or very expensive to build using the conventional sub-
tractive manufacturing methods such as drilling, milling or EDM.

This chapter has focused on the production of a complex multi-lofthole
collimator but the additive manufacturing technique can also be used for the
construction of other collimators like parallel hole (see Fig. 7.18), fan beam
or cone beam [160]. By making use of tungsten additive manufacturing,
one can produce collimators with a smaller septal thickness and a smaller
hole diameter. Additionally, one can easily build different hole geometries
(triangular, circular, pentagonal or hexagonal holes). We have recently
produced a tungsten parallel hole collimator with square holes (25 mm long,
525 µm side length) and a septal thickness of 150 µm (Fig. 7.18).

Three tungsten plates with different thicknesses have been produced.
These plates attenuate slightly less than a solid tungsten plate with the
same dimensions. The thinnest plate deviates in density from the other two
plates which may be caused by the thickness (240 µm) and the roughness
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of this plate.
Two 20-lofthole collimator have been produced. The density and accuracy

have greatly improved in between both generations. The second-generation
collimator has a density of 96.4% of pure tungsten and an accuracy of
[−137µm +180µm]. Additionally, the overall finish of the second-generation
is better than that of the first-generation collimator, this is most noticeable
when comparing the first-generation aperture depicted in Fig. 7.12 with the
second-generation apertures of Fig. 7.17.

The additive manufacturing technique can also be used for applications in
other domains where complex structures in high density material are needed.
The shielding of irradiation in radiotherapy to specific organs is a possible
application field where patient specific geometries are sometimes needed.
The proposed technique might also be interesting for CT anti-scatter grids.

7.8 Summary and original contributions

The proposed additive manufacturing technique permits the fabrication of
complex high density tungsten collimators, it allows a fast production cycle
and, it makes novel geometries, which could not be produced or would be
very expensive with the conventional techniques, possible.

At this point, we have presented the two key components which will be
used for a second compact SPECT system that is presented in the next
chapter. This system is based on the first demonstrator SPECT system
(described in chapter 5). By now, we have an improved detector (chapter
6) and a multi-lofthole collimator (presented in this chapter) and the com-
bination of those should result in a compact high-resolution SPECT system
with high sensitivity.

The work described in this chapter has been published in a peer-reviewed
journal publication [6].
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Chapter 8

A multi-lofthole collimator
based SPECT system

8.1 Introduction

Our previous SPECT system (chapter 5) had an analytical resolution of
2.25 mm and a sensitivity of 0.006 % (60 cps/MBq) in the center of the
FOV. The reason for this moderate performance is mainly due to the fact
that the collimator uses only one lofthole. By now, we have an improved
detector based on an LYSO scintillator (chapter 6) and a collimator produc-
tion technique (chapter 7) that allows us to produce complex multi-lofthole
collimators. These two tools will be used in this chapter to build a SPECT
system that offers an improved performance compared to our first SPECT
system.

The new system is based upon a SPECT system optimization procedure
developed by Van Holen et al. [23], that calculates the cylindrical geometry
(detectors and pinhole apertures are on the surface of a cylinder) that results
in the highest point sensitivity, taking into account a certain target system
resolution and detector resolution and, taking into account that the pinhole
or lofthole projections should not overlap. This procedure is used here to
design a SPECT system that has a FOV which is sufficiently large to image
a mouse or a rat brain.

The method used to calculate the optimal sensitivity of a cylindrical
SPECT setup is schematically depicted in Fig. 8.1. It uses the detector
intrinsic resolution Ri , the system target resolution Rt , the detector dis-
tance L, the pinhole distance l , the detector size H, the transaxial FOV dtx
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Figure 8.1: The design procedure for cylindrical SPECT geometries [1].

and the axial FOV dax . In a first step, the number of axial and transaxial
pinholes (or loftholes) is calculated [161]. Hereafter, the magnification m
is calculated and this can then be used to calculate the required collima-
tor resolution Rg . Based on the collimator resolution, one can calculate
the aperture diameter a. This enables us to calculate the single pinhole
sensitivity Spinhole for a point in the center of the FOV. The total system
sensitivity equals the pinhole sensitivity multiplied by the number of pinholes
naxntx , f (αmax) is a correction factor for the sensitivity decrease due to the
non-zero incidence angle α of axially off-center pinholes [161]. Note that a
real solution is not possible when R2

t < R2
i /m

2.
One can now calculate the optimal sensitivity for different values of l and

L (Fig. 8.2); the minimum pinhole distance l is set to 20 mm in order to be
able to position a mouse in the collimator bore. The system that shows the
largest optimal sensitivity is then selected as the optimal system (marked
with a red asterisk in Fig. 8.2).

This optimal cylindrical system, which consists of a cylindrical detector
and multi-pinhole collimator, is then used as a guideline to design a re-
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Figure 8.2: The optimal sensitivity for different values of detector distance L and
pinhole distance l . The optimal system is the system that has the largest optimal
sensitivity and is marked by a red asterisk in this scatter plot.

alistic pentagonal system that employs flat rectangular detectors and flat
multi-lofthole collimators. Additionally, the pinhole’s FOV is changed in
such a way that each sees a slightly different portion of the system FOV.
Simulations indicate that the subject and the gamma cameras can remain
completely stationary to reconstruct a 30 mm diameter and 12 mm long
cylindrical FOV artifact-free [23].

A CAD rendering of the system is shown in Fig. 8.3; its geometric prop-
erties are given in table 8.1. This system uses a total of 100 loftholes (400
µm aperture diameter), a minification factor of 0.88 is used. Fig. 8.3 shows
five high-resolution detectors, consisting of a PSPMT and a thin LYSO scin-
tillator (drawn in purple), that were described in chapter 6. It also depicts
five second-generation multi-lofthole collimators (chapter 7), each collima-
tor consists of 20 loftholes and irradiates the central 48 mm x 48 mm of a
detector. Fig. 8.4 shows a cross-section view of one gamma camera in the
axial plane, Fig. 8.5 depicts how the collimator subdivides the detector in
20 sub-detectors.

A demonstrator system was built consisting of a single LYSO detector and
a single multi-lofthole collimator; it is depicted in Fig. 8.6. The demonstra-
tor system has 20 500 µm diameter pinholes, a minification of 0.88 is used.
The transaxial FOV is 30 mm, the axial FOV is 12 mm.
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Figure 8.3: A CAD rendering of the system designed by Van Holen et al. [1].

Figure 8.4: A cross-sectional view of a gamma camera (section made in a plane
that is perpendicular to the aperture plane and that intersects with the apertures
of lofthole row 3).
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Figure 8.5: The collimator subdivides the detector in 20 sub-detectors. (a) The
gamma camera, (b) the gamma camera with a cross-sectional view of the collimator
at a height of 5 mm above the scintillator plane and (c) the gamma camera with
a cross-sectional view of the collimator at a height of 1 mm above the scintillator
plane. Each collimator consists of 20 loftholes and irradiates the central 48 mm x
48 mm of a detector.

A rotation stage is used to rotate phantoms, and, this rotation stage
can be attached to a linear stage thus allowing multiple bed positions. By
rotating in steps of 72◦, we can emulate the stationary system of Fig. 8.3.
Additionally acquisitions of more angles and, by moving axially, multiple
bed positions can be done to study possible improvements in image quality.

MLEM is used to reconstruct the images, forward and back-projection
are based on a system matrix. The system matrix is calculated in advance
requiring several calibration steps.

Table 8.1: Parameters of the simulated pentagonal system
Nbr. of pinholes per gamma camera 20
Pinhole diameter 400 µm
Magnification 0.88
Axis of rotation - pinhole distance 17.9 mm
Axis of rotation - detector distance 33.7 mm
Transaxial FOV 30 mm
Axial FOV 12 mm
Volume sensitivity 0.107 %
Reconstructed spatial resolution 700 µm
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Figure 8.6: The prototype system consists of one detector and one second-
generation collimator. A rotation stage is used to rotate phantoms.

8.2 SPECT system calibration

The system calibration is a multi-step process, which results in a system
matrix for one angle of the voxel grid. Therefore, we will have to rotate the
image around the axis of the rotation stage during image reconstruction. An
additional calibration step to derive the coordinates of the axis of rotation
is required.

8.2.1 System matrix calculation

The system matrix contains the detector response of each voxel. One could
consider measuring the complete system matrix by measuring the projections
of a small point source that is sequentially positioned in the center of each
voxel (we use 121 x 121 x 97 voxels, 250 µm voxel size); the detector
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response for a point source is commonly known as a point spread function
(PSF). Even with an intense (Activity > 37MBq) non-decaying 140 keV
gamma ray point source and measuring only 1 s at each voxel coordinate,
the total acquisition time would be 394 h or 16 days. This is practically
not feasible and, due to this, we acquire projections of a point source on a
coarse grid. Hereafter, the system matrix is calculated, based on the coarse
grid acquisitions.

The computation of a system matrix based on point source acquisitions
was considered before. Chen et al. [162] have developed two system matrix
calculation methods for the FastSPECT II [157] small-animal SPECT sys-
tem. The first method employs Gaussian fitting to each measured PSF and
then uses interpolation of the Gaussian parameters to calculate the PSF for
a source at an arbitrary position. A second method is based on the fact
that PSFs of adjacent measured source locations have the same properties
in their Fourier transforms, interpolation of the magnitudes and phases in
the Fourier domain is used to calculate the response of an arbitrary point
source. Unlike our system, the FastSPECT II system matrix calculation
is not complicated by pinhole penumbrae because each pinhole sees the
complete transaxial FOV.

The U-SPECT II system is another system that uses a pre-calculated sys-
tem matrix that is based on point source acquisitions. It employs three large
gamma camera’s and a multi-pinhole collimator [119]. The circular projec-
tions of the pinholes are transformed to rectangular projections by making
use of an additional shielding tube; due to this the U-SPECT II system
has non-overlapping pinhole penumbrae. A cylindrical reservoir (filled with
99mTc) is measured and the resulting flood map is used during system ma-
trix calculation to model these penumbrae. Measured PSFs are first divided
by the flood map. Hereafter, the PSFs are used to derive the system geom-
etry. Then a model for the sensitivity and resolution is derived. The PSF
for an arbitrary point source location is calculated by displacing (based on
ray-tracing), stretching (based on the resolution model) and scaling (based
on the sensitivity model) the measured PSF whose point source location is
nearest to the arbitrary point source’s location. The resulting PSF is then
multiplied by the flood map to obtain the final PSF.

Our system matrix calculation is partially based on the method proposed
by Van der Have et al. [119] and is schematically depicted in Fig. 8.8. A
particular problem with the calculation of the system matrix of our system
is the presence of overlapping lofthole penumbrae due to intrinsic detector
resolution and the non-zero DOI of the detector. The effect of non-zero DOI
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Figure 8.7: A cross-section of the gamma camera. The path of two possible
gamma-rays is drawn in black; these gamma-rays illustrate that there is a small
amount of overlap due to the non-zero DOI.

Figure 8.8: The different calibration steps that are done before the calculation of
the system matrix. The calculations are based on the acquisition of a flood map
of each lofthole and on point source measurements.
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is shown in Fig. 8.7: oblique rays can be detected outside a lofthole’s exit
window because the depth of interaction is non-zero (the average DOI for
perpendicular 140 keV gamma rays in a 2 mm thick LYSO scintillator is 0.7
mm). In order to model those we first acquire a flood map of each lofthole,
this is done sequentially because the flood maps of the different loftholes
show overlap. This flood map will then be used during the actual system
matrix calculation. Point source measurements (section 8.2.1.2) are used
first to derive the system geometry (section 8.2.1.3) and then to develop
a model for the resolution and sensitivity (section 8.2.1.4 and 8.2.1.5).
This model, together with the result of the geometric calibration, allows
to calculate the gamma camera response for a point source at an arbitrary
position. The full system matrix can now be composed by calculating the
PSF for a source positioned at the center of a voxel, this is done sequentially
for each voxel of the voxel grid (section 8.2.1.6).

8.2.1.1 Flood map acquisitions and derivation of the lofthole bor-
ders

Each lofthole aperture is sequentially irradiated by a flood source to derive
the delineation of each sub-detector. This is done by filling a flood phantom
(a rectangular box that measures 50 mm x 50 mm x 12 mm) with 190 MBq
99mTc ; a tungsten alloy plate (1 mm thick) with a 5 mm diameter hole is
attached to the flood phantom (Fig. 8.9). This assembly is then attached
to a robotic stage and positioned in such a way that the 5 mm hole in the
tungsten plate allows irradiation of a collimator aperture.

The 20 resulting acquisitions are corrected for uniformity (by dividing
them by the detector’s intrinsic uniformity map1) and median filtered (1D
median filtering is used, first in the detector’s X direction then in the detec-
tor’s Y direction, a kernel size of 9 is used). A typical flood map is shown
in Fig. 8.10. Floods is used in the remainder of the chapter to label the
uniformity corrected and filtered flood map of lofthole s (s ∈ [1, 20]).

The row pixel sum (Fig. 8.11(c)) and the column pixel sum (Fig. 8.11(b))
of each Floods (Fig. 8.11(a)) is calculated. The vertical sub-detector
borders are positioned where the row sum drops to 5% of the maximum
value of the row sum; the horizontal sub-detector borders are positioned
where the column sum drops to 5% of the maximum value of the column
sum. The borders are marked by a red rectangle on Fig. 8.11(a) and, by

1A uniformity map is acquired using a point source (99mTc, 118 MBq) at large distance
(90 cm) from the detector, without the collimator.
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Figure 8.9: The setup used to measure the flood maps. The flood source and the
tungsten alloy plate with the 5 mm diameter hole are attached to a robotic stage.
By doing so, we can sequentially irradiate the lofthole apertures.

Figure 8.10: (a) A flood image of a lofthole and (b) the median filtered flood
image
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Figure 8.11: (a) A flood image of a lofthole, (b) the column sum and (c) the row
sum. The sub-detector borders are marked with red lines in (a) and with green
circles in (b) and (c).

green dots on Fig. 8.11(b) and Fig. 8.11(c).

Fig. 8.12 shows the sum of the 20 flood maps (
20∑
s=1

Floods); the sub-
detector delineation is also shown and reveals the overlap on the detector.

8.2.1.2 Point source acquisitions

The source that we use for the PSF measurement is an anion exchange bead
(Bio-rad AG1-X2, 180 µm - 500 µm bead diameter). Drops of 99mTc are
pipetted on the bead, the liquid is evaporated by making use of an infrared
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Figure 8.12: The sum of all the median filtered flood images reveals the over-
lap under the lofthole edges. The rectangles represent the derived sub-detector
delineation.

heating lamp. Typically, approximately 185 MBq 99mTc is pipetted. The
total activity in the bead after evaporation is 11.1 MBq. After this, the
source is glued to the end of a small extension arm which in turn is attached
to a 3D robotic stage. The measurement setup is depicted in Fig. 8.13.

Using this setup we have measured PSFs on a coarse 2.5 mm grid. The
measured positions are shown in Fig. 8.14; the grid has an axial length of
20 mm and a diameter of 30 mm. An example of a measured PSF is shown
in Fig. 8.15(a).

The acquisition time is 10 s for the first grid position and is adjusted for
decay for the other grid positions; the total acquisition time was 4 h.

All the acquired PSFs are first corrected for uniformity by dividing them
by the detector uniformity map. In the remainder of this chapter we will use
PSFp to label the uniformity corrected PSF of a point source at position
p. Each PSFp is now divided into 20 sub-PSFs where each sub-PSF is
associated with a sub-detector and its associated lofthole aperture.

During system matrix calculation (section 8.2.1.6) we will multiply the cal-
culated sub-PSFs with the floodmaps to model the lofthole penumbrae. This
multiplication should however not have an influence for sub-PSFs whose cen-
troid is not near the sub-detector’s edges. For this reason, each measured
sub-PSF is first divided by its associated Floods.

SubPSFp,s will be used to indicate the flood corrected sub-PSF s (s ∈
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Figure 8.13: A small point source is fixed to a robotic stage and positioned in the
system FOV.

[1, 20]) of a point source at position p.

8.2.1.3 Geometric calibration

The measured PSFs are first used to derive the position of the collimator
apertures and the position and orientation of the detector. By doing so, we
will be able to calculate the average interaction (or centroid) positions on
the detector for a point source at an arbitrary position (xS , yS , zS).

In a first step, rotated bivariate Gaussian functions are fit to each
SubPSFp,s.

A mask is now employed on the detector, this mask is marked in red in Fig.
8.15(b). Gaussian fits, whose center is inside the detector mask, are used
for the geometric calibration. An example is depicted in Fig. 8.15(b), the
centers that are in the detector mask are marked with a green asterisk; each
center s has detector coordinates (ξ′s,i , η′s,i ) (sub-detector index s ∈ [1, 20],
measurement grid index i). The masked zones are not overlapping (i.e. the
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Figure 8.14: The point source is moved to several positions in the system FOV.
These positions are marked with blue dots in the drawing, the front of the collimator
is marked with a red rectangle ((a) side view and (b) top view).
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Figure 8.15: (a) The PSF acquired when the point source is in the center of the
measurement grid (253.8 mm, 138.5 mm, 73.5 mm). (b) The detector mask used
for geometric calibration.

aperture associated with the projection can be unambiguously resolved) and
do not include detector edges which suffer from a worse detector resolution
and event positioning bias.

Each sub-detector/lofthole pair is calibrated independently (without con-
sidering the other sub-detectors and apertures) using the method proposed
by Van der Have et al. [119], which is explained in the following paragraphs.

The nomenclature that we will use is depicted in Fig. 8.16. A center of
a sub-PSF is positioned at (xD , yD , zD) in the 3D voxel coordinate system,
which is at (ξ, η) in the 2D detector coordinate system. The aperture is
positioned at (xA, yA, zA), the point source is at (xS , yS , zS) and the origin
of the detector at (xT , yT , zT ).

The pinhole, the detector interaction coordinate and the source are on a
line and this line is defined by:

xS − xA
xA − xD

= yS − yA
yA − yD

= zS − zA
zA − zD

. (8.1)

The voxel coordinate system and the detector coordinate system are re-
lated in the following way:
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Figure 8.16: The detector coordinate system (ξ, η) and the voxel coordinate
system (x , y , z).

R

ξ0
η

+

xTyT
zT

 =

xDyD
zD

 (8.2)

where R is a rotation matrix expressed in terms of the Euler angles α, β
and γ. This rotation matrix represents the alignment of the detector to the
voxel grid.

R = Rz(γ) Ry(β) Rx(α) (8.3)

with

Rz(γ) =

cos γ− sin γ 0
sin γ cos γ 0

0 0 1

 (8.4)
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Ry(β) =

 cosβ 0 sin β
0 1 0

− sin β 0 cosβ

 (8.5)

Rx(α) =

1 0 0
0 cosα− sinα
0 sinα cosα

 (8.6)

Equations 8.1 and 8.2 can be combined and xD , yD and zD can be elim-
inated. By doing so, the interaction coordinates (ξ, η) on the detector can
be calculated using the aperture position (xA, yA, zA), the source position
(xS , yS , zS) and, the detector position (xT , yT , zT ) and orientation (α,β, γ):

ξ = f (xA, yA, zA, xS , yS , zS , xT , yT , zT ,α,β, γ) (8.7)

η = g(xA, yA, zA, xS , yS , zS , xT , yT , zT ,α,β, γ) (8.8)

The complete equations are of substantial length and have been replaced
here by two functions f and g .

We will now estimate the geometric parameters (xA, yA, zA), (xT , yT , zT )
and (α,β, γ) of our system by making use of an iterative optimization
algorithm. An initial estimate of the geometric parameters is based upon
the CAD design file of the collimator and assumes a perfect alignment of
voxel grid and detector grid (α = β = γ = 0). The position of the gamma
camera with reference to the point source grid is first estimated by making
use of a ruler. These estimates are used to calculate the expected interaction
coordinates on the detector (ξ′′i , η′′i ) for each point source position i of the
measurement grid (eq. 8.7 and 8.8).

A cost function that will be used for unconstrained nonlinear optimization
is now defined as:

Cost = ΣI
i=1Ci , (8.9)

I is the number of measured point source positions. Ci is defined by:

Ci = (ξ′′i − ξ′s,i )2 + (η′′i − η′s,i )2 (8.10)
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Figure 8.17: An optimization algorithm searches the geometric parameters that
result in the best fit between the measured interaction position and the calculated
interaction position. The result of this optimization is shown for the lofthole at
row 3 an column 2 (see Fig. 7.13 for the lofthole indexing). The measured and
calculated centroid positions show good agreement.

when (ξ′s,i , η′s,i ) is in the detector mask and, Ci is set to zero (Ci = 0) when
(ξ′s,i , η′s,i ) is not in the detector mask. Ci Is the square of the Euclidean
distance from the measured centroid position (ξ′s , η′s) to the calculated cen-
troid position (ξ′′, η′′). The sub-detector index s should be set to the index
of the sub-detector that is being calibrated.

Unconstrained nonlinear optimization (using the Nelder-Mead sim-
plex algorithm) is then used to find the geometric parameters
(xA, yA, zA, xT , yT , zT ,α,β, γ) that result in the lowest cost. The result
of this optimization is shown in Fig. 8.17 for the lofthole at row 3 and
column 2 (see Fig. 7.13 for the lofthole indexing).

8.2.1.4 Sensitivity and resolution of measured grid

The geometry of each sub-detector/lofthole pair is now calibrated, this
enables us to calculate the projection centers (ξs , ηs) (sub-detector index
s ∈ [1, 20]) for a source at an arbitrary position (xS , yS , zS). Information
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on sensitivity and resolution is still missing in order to calculate a PSF.
To obtain this, we start by analyzing the measured PSFs again; this is

also done independently for each sub-detector/lofthole pair. Ray-tracing
(using eq. 8.7 and 8.8) is used to calculate (ξs , ηs), for a point source at
location p. If the calculated (ξs , ηs) is within the lofthole borders that were
determined in section 8.2.1.1 and the distance from (ξs , ηs) to the lofthole
borders is more than 4 mm, then a rotatable bivariate Gaussian function
is fit to SubPSFp,s. The parameters of this bivariate Gaussian function
(σ′x ,p,s , σ′y ,p,s and S ′p,s) and the associated source position p (xS , yS , zS) are
stored for later use. σ′x ,p,s And σ′y ,p,s are related to the system resolution
for a source at position p; S ′p,s represents the volume under the Gaussian
function, this value is related to the sensitivity of the aperture s for a source
at position p.

8.2.1.5 Sensitivity and resolution modeling

In the previous section we have obtained the Gaussian parameters (S ′p,s ,
σ′x ,p,s , σ′y ,p,s) for the associated source position p (xS , yS , zS). These are
now used to fit a sensitivity function and a resolution function; these func-
tions will allow us to calculate the sensitivity and resolution for a point
source at an arbitrary position.

The sensitivity function for sub-detector s equals:

Sp,s = As(cos θ)ns/h2, (8.11)

where As is a scaling factor and ns is a factor which incorporates the angular
dependency of the sensitivity. The height of the point source above the
aperture h is defined as:

h = yA − yS . (8.12)

The angle θ is the angle between a line perpendicular to the aperture plane
and a line that connects the center of the aperture and the source:

θ = arctan
√

(xS − xA)2 + (zS − zA)2

yA − yS
. (8.13)

Unconstrained nonlinear optimization (Nelder-Mead simplex algorithm) is
used to derive the As and ns that provide the best fit between the calculated
S ′′p,s , and, the measured S ′p,s . S ′′p,s is calculated by making use of eq. 8.11
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for each point source position p. The cost function that is minimized is:

Cost = ΣP
p=1

(
S ′p,s − S ′′p,s

S ′′p,s

)2

, (8.14)

where P is the number of point source measurements that have a projection
for detector/lofthole s.

The resolution function for sub-detector s equals:

σp,s =

√
(ds(f + h)/h)2 + R2

i

2.35 , (8.15)

f is the distance from detector to collimator plane and is defined as:

f = yD − yA. (8.16)

Unconstrained nonlinear optimization (Nelder-Mead simplex algorithm)
is used to derive the optimal ds that provides the best fit between the
calculated σ′′p,s , and, the measured σ′p,s , with σ′p,s being the mean of σ′x ,p,s
and σ′y ,p,s . The cost function that is minimized is:

Cost = ΣP
p=1

(
σ′p,s − σ′′p,s

σ′′p,s

)2

. (8.17)

8.2.1.6 System matrix calculation

The PSF of a point source at an arbitrary location p can now be calculated,
this is done by summing the 20 subPSFs:

PSFp =
20∑
s=1

subPSFp,s (8.18)

This equation uses subPSFp,s and this is calculated in the following way:
in a first step, the detector interaction positions in the detector coordinate
system (ξs , ηs) are calculated using eq. 8.7 and eq. 8.8. If coordinate
(ξs , ηs) is within the sub-detector’s borders (section 8.2.1.1), then a 2D
Gaussian function has to be positioned at (ξs , ηs). This 2D Gaussian func-
tion has a σ which is defined by eq. 8.15 and the fit parameter d . The
number of counts contained in this Gaussian is calculated by making use
of eq. 8.11 and the fit parameters As and ns . The tails of this Gaussian
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(< 10% of maximum value Gaussian) are set to zero in order to make the
system matrix more sparse. The resulting SubPSFp,s is multiplied by the
associated flood map Floods. By doing so we model, to a certain extent,
the cut-off of the lofthole’s exit window.

This procedure is employed to calculate the PSF of a point source posi-
tioned at the center of each voxel. The voxel grid is 121 x 121 x 97 voxels
large, the voxel size is 250 µm. All the resulting PSFs are merged into the
system matrix (Hd).

8.2.2 Center of rotation in image space (CORIm)

The center of rotation in image space (CORIm), which is defined by the
X and Y-coordinate of the axis of the rotation stage in image space, is
an important parameter for image reconstruction. A deviating CORIm will
lead to resolution loss and to image artifacts. A point source, which is
fixed to the rotation stage at a height SrcZ (which is visually at the same
height as the third aperture row) and at a radius Rp, is used for the CORIm

calibration.
The projections of only one rotating point source provide enough informa-

tion to derive the CORIm because our collimator has multiple apertures and
because we have already derived the system geometry by making use of the
point source acquisitions (section 8.2.1.3). This is explained and illustrated
in Fig. 8.18.

An acquisition of the rotating point source is made for 50 angles (re-
sulting in 50 PSFp). Rotated bivariate Gaussian functions are fit to each
SubPSFp,s. The centroids of these Gaussian functions represent the mea-
sured (ξ′s,a, η′s,a) (sub-detector index s ∈ [1, 20], angle index a ∈ [1, 50]).

The unknown parameters of this setup are the radius Rp, the coordi-
nates of the CORIm (CORX ,CORY ), the initial angle of the phantom δ and
the source height SrcZ ; only CORX and CORY will be used by the image
reconstruction algorithm.

Eq. 8.7 and eq. 8.8 will be used here again to calculate the expected in-
teraction coordinates (ξ′′s,a, η′′s,a) for each point source location. The square
of the Euclidean distance between the calculated (ξ′′s,a, η′′s,a) and measured
(ξ′s,a, η′s,a) is used as a cost function to derive the unknown parameters (Rp,
(CORX ,CORY ), δ and SrcZ ) by making use of unconstrained nonlinear op-
timization (Nelder-Mead simplex algorithm). The cost function that is used
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Figure 8.18: (a) A single-aperture collimator. A point source rotates to multiple
angles (red dots) and this results in a projection on the detector (red line). We
are not able to resolve the CORIm because multiple circular point source paths
(green circles) can be found that agree with the backprojected detector data. (b)
A multi-aperture collimator. A point source rotates to multiple angles (red dots)
and this results in two projections on the detector (red lines). Only one circular
point source path (green circle) exists that agrees with the backprojected detector
data.

is defined as:

Cost = Σ50
a=1Σ20

s=1Cs,a. (8.19)

Cs,a is defined as:

Cs,a = ((ξ′′s,a − ξ′s,a)2 + (η′′s,a − η′s,a)2) (8.20)

when the distance between (ξ′s,a, η′s,a) and the lofthole border (section
8.2.1.1) is more than 5 detector pixels and,

Cs,a = 0 (8.21)

when the distance between (ξ′s,a, η′s,a) and the lofthole border is less than
or equal to 5 detector pixels. This is done to avoid inaccuracies which are
due to the lofthole borders.
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8.3 Image reconstruction

MLEM is used for image reconstruction. The implementation of the algo-
rithm is however slightly different than explained in section 2.6 due to the
fact that we only have a system matrix Hd for one angle.

Projection data are acquired for multiple angles. βa Is the angle associated
with projection a (a ∈ [1,A]).

Forward projection j is implemented by first rotating the image by an
angle βa around (CORX ,CORY ), followed by a forward projection using the
Hd matrix. Image rotation is implemented using tri-linear interpolation.

The forward projected image is then compared with the measured pro-
jection; the comparison is backprojected using the Hd matrix. The back-
projected image has to be rotated by an angle −βa, resulting in an image
correction factor Backprojk,a. The image correction factor of voxel k for
all angles (BackProjk, see eq. 2.54) is equal to:

BackProjk =
A∑

a=1
Backprojk,a (8.22)

A 2 pixel (1 mm thick) outside border of the detector, where the posi-
tioning bias and detector resolution degrade detector performance, is not
used to reduce reconstruction artifacts.

The reconstructed images are post-filtered with a 1D-Gaussian kernel
along the x,y and z direction (σ = 0.6 voxels, voxel size = 250x250x250
µm3).

8.4 Measurements

We have measured and reconstructed two phantoms: A Derenzo phantom
and a uniform phantom. The Derenzo phantom has several clusters of hot
rods with diameter from 0.7 mm to 1.5 mm. This phantom is used because
it allows us to evaluate the reconstructed system resolution. The uniform
phantom is used because it easily reveals artifacts that might be unperceived
when reconstructing a sparse phantom such as the Derenzo phantom.

Both phantoms were scanned using four different scan protocols: 5 angles
/ 1 bed position, 50 angles / 1 bed position, 5 angles / 10 bed position
and 50 angles / 10 bed position. The 5 angles/ 1 bed position protocol
emulates the stationary system that was simulated by Van Holen et al. [23].
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Figure 8.19: (a) The Derenzo insert is positioned in (b) the recipient, (c) depicts
the complete phantom. The recipient has an inner diameter of 24 mm; the inner
diameter widens to 26 mm at a height of 6 mm, this is marked with an arrow in
(b) and (c).

The scan settings are summarized in table 8.2 for the Derenzo phantom and
in table 8.3 for the uniform phantom.

8.4.1 Derenzo phantom

The Derenzo phantom is depicted in Fig. 8.19(c). It consists of an insert
(Fig. 8.19(a)) and a recipient (Fig. 8.19(b)). The insert has a diameter of
24 mm. The rods have diameters of 0.7, 0.8, 0.9, 1, 1.2 and 1.5 mm, the
distance between the rods is twice the rod diameter. The recipient has an
inner diameter of 24 mm; the inner diameter widens to 26 mm at a height
of 6 mm, this is marked with an arrow in Fig 8.19b and c. The Derenzo
phantom was scanned using four different acquisition protocols which are
described in table 8.2.

8.4.1.1 Scan 1: one bed position, five angles

The Derenzo phantom (Fig. 8.19)(c) is filled with 2 ml 99mTc. By doing so,
the insert is submerged for approximately 1 mm, the rest of the phantom is
not filled. The total activity is 133.0 MBq (66.5 MBq/ml).

The first scan protocol uses 5 angles and 1 bed position. An acquisition
time of 10.4 min is used for the first angle, the acquisition time is adjusted
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Table 8.2: Acquisitions of the Derenzo phantom
Scan 1 Scan 2 Scan 3 Scan 4

Activity (MBq) 133.0 107.7 230.9 206.9
Volume (ml) 2 2 2 2
MBq/ml 66.5 53.8 115.4 103.4
# Angles 5 50 5 50
# Bed pos. 1 1 10 10
# Proj. 5 50 50 500
Bed step size (mm) n/a n/a 1.3 1.3
Total bed travel (mm) n/a n/a 12 12
Axial length phantom (mm) 6.5 6.5 13 13
Acq. time 1st angle (min) 10.4 1.3 1 0.11
Total acq. time (min) 54.2 69.3 52.5 58.1

for decay for the subsequent angles resulting in a total acquisition time of
54.2 min. By doing so, the stationary system which is depicted in Fig. 8.3
is emulated. The results for 100, 300 and 500 iterations are shown in Fig.
8.20.

The 900 µm rods can be distinguished in the image that was reconstructed
using 500 iterations, but, the image is obscured by artifacts that are prob-
ably caused by mismatches between the calculated system matrix and the
real system behavior. The artifacts are probably not caused by insufficient
angular sampling because the simulations did not show these artifacts [1].

The axial top part of the phantom can not be reconstructed (marked with
a red rectangle in Fig. 8.20) which is due to insufficient axial sampling.

8.4.1.2 Scan 2: one bed position, fifty angles

The same Derenzo phantom, which was used during the previous sec-
tion has, at the start of this new acquisition decayed to 107.7 MBq (53.8
MBq/ml). Now 50 angles and 1 bed position are used. We compensate for
the decayed source by increasing the total acquisition time to 69.3 min, an
acquisition time of 1.3 min is used for the first angle.

The reconstructed images are shown in Fig. 8.21.
The resulting images are definitely superior to the images of the previous

section, all the 800 µm rods can be distinguished. It is our hypothesis that
the mismatches between system matrix and system behavior get averaged
out by using more acquisition angles. The axial sampling is, similar to scan
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Figure 8.20: The reconstructed Derenzo phantom (acquisition for 5 angles, 1 bed
position) after (a) 100 iterations, (b) 300 iterations and (c) 500 iterations. The
transaxial and coronal view are depicted.
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Figure 8.21: The reconstructed Derenzo phantom (acquisition for 50 angles, 1
bed position) after (a) 100 iterations, (b) 300 iterations and (c) 500 iterations.
The transaxial and coronal view are depicted.
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1, insufficient to reconstruct the top part of the phantom.

8.4.1.3 Scan 3: ten bed positions, five angles

The third scan protocol uses 10 bed positions (1.3 mm bed step size) and 5
angles. The Derenzo phantom was refilled with 230.9 MBq for the multiple
bed positions scan. The total acquisition time is 52.5 min, an acquisition
time of 1 min is used for the first angle. In order to perform this multiple
bed positions measurement we had to attach the rotation stage to a linear
stage (depicted in Fig. 8.6).

The Derenzo phantom is filled for approximately 13 mm. The total bed
travel equals 12 mm; resulting in 1.33 mm per bed position.

The main reason to use more bed positions is to improve the axial sam-
pling, and by doing so, enlarge the axial volume which can be reconstructed.
The effect can be seen by comparing the coronal views of Fig. 8.22 and
Fig. 8.20.

Additionally, it can be concluded that there are also less artifacts present
in the transaxial views (8.22 compared to Fig. 8.20). Also here mismatches
between system matrix and real system behavior are averaged out by making
use of additional projections.

8.4.1.4 Scan 4: ten bed positions, fifty angles

Finally, the Derenzo phantom was scanned using 50 angles and 10 bed
positions (1.3 mm bed step size). The bed positions are similar to those
used for scan 3.

The same Derenzo phantom, which was used for scan 3 has, at the start
of this new acquisition decayed to 206.9 MBq (103.4 MBq/ml). We com-
pensate for the decayed source by increasing the total acquisition time to
58.1 min, an acquisition time of 6.6 s is used for the first angle.

A total of 500 projections is used here (50 angles and 10 bed positions),
this results in relatively artifact-free images of the Derenzo phantom. The
resolution of the 50 angles, 10 bed position image seems to be slightly worse
than the resolution of the 50 angles, 1 bed position. This is probably due
to deviations caused by the more demanding mechanical setup that also
requires a linear stage.
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Figure 8.22: The reconstructed Derenzo phantom (acquisition for 5 angles, 10
bed positions) after (a) 100 iterations, (b) 300 iterations and (c) 500 iterations.
The transaxial and coronal view are depicted.
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Figure 8.23: The reconstructed Derenzo phantom (acquisition for 50 angles, 10
bed positions) after (a) 100 iterations, (b) 300 iterations and (c) 500 iterations.
The transaxial and coronal view are depicted.
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Table 8.3: Acquisitions of the uniform phantom
Scan 5 Scan 6 Scan 7 Scan 8

Activity (MBq) 97.0 78.6 151.3 134.0
Volume (ml) 3 3 3 3
MBq/ml 32.3 26.2 50.4 44.7
# Angles 5 50 5 50
# Bed pos. 1 1 10 10
# Proj. 5 50 50 500
Bed step size (mm) n/a n/a 0.89 0.89
Total bed travel (mm) n/a n/a 8 8
Axial length phantom (mm) 6.7 6.7 6.7 6.7
Acq. time 1st angle (min) 10.4 1.3 1 0.11
Total acq. time (min) 54.2 69.3 52.5 58.1

8.4.2 Uniform phantom

The recipient of the Derenzo phantom (Fig. 8.19(b)) is filled with 3 ml
99mTc, the active axial length of the resulting phantom is approximately 7
mm. It is scanned using four different scan protocols. The details of each
scan are listed in table 8.3.

8.4.2.1 Scan 5: one bed position, five angles

The total activity for scan 5 is 97 MBq (32.3 MBq/ml). The scan protocol
uses 5 angles and 1 bed position. An acquisition time of 10.4 min is used for
the first angle, the acquisition time is adjusted for decay for the subsequent
angles, resulting in a total acquisition time of 54.2 min. The results for 100,
300 and 500 iterations are shown in Fig. 8.24; profiles are shown in Fig.
8.25.

The resulting images show severe streak artifacts; an example is marked
by the red arrow in Fig. 8.24. Some activity is positioned outside the
phantom (marked by the green arrow in Fig. 8.24).

8.4.2.2 Scan 6: one bed position, fifty angles

The uniform phantom, which was used during the previous section has, at
the start of this new acquisition, decayed to 78.6 MBq (26.2 MBq/ml).
Now 50 angles are used, an acquisition time of 1.3 min is used for the first
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Figure 8.24: The reconstructed uniform phantom (acquisition for 5 angles) after
(a) 100 iterations, (b) 300 iterations and (c) 500 iterations. The transaxial and
coronal view are depicted. Profiles are shown in Fig. 8.25
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Figure 8.25: Profile views of the reconstructed uniform phantom (acquisition for
5 angles, 1 bed position) depicted in Fig. 8.24 for 100, 300 and 500 iterations.

angle, the total acquisition time is 69.3 min. The results for 100, 300 and
500 iterations are shown in Fig. 8.26; profiles are shown in Fig. 8.27.

Similar to the Derenzo phantom, we see that the reconstruction artifacts
are less pronounced when more acquisition angles are used. Two kinds of
artifacts can be observed: ring artifacts (blue arrow in Fig. 8.26) and streak
artifacts at the outside border of the phantom (red arrow in Fig. 8.26).

8.4.2.3 Scan 7: ten bed positions, five angles

The uniform phantom has been refilled to an activity of 151.3 MBq, it has
an axial length of approximately 6.7 mm. Here we scan it using 10 bed
positions (total bed travel is 8 mm, one step is 889 µm). The results for
100, 300 and 500 iterations are shown in Fig. 8.28; profiles are shown in
Fig. 8.29.

As expected, we see that the usage of more bed positions improves the
axial sampling, and, enlarges the axial volume that can be reconstructed
(Fig. 8.24 vs. Fig. 8.28). Additionally, system matrix mismatches are
averaged out and due to this, the artifacts are suppressed.
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Figure 8.26: The reconstructed uniform phantom (acquisition for 50 angles, 1
bed position) after (a) 100 iterations, (b) 300 iterations and (c) 500 iterations.
The transaxial and coronal view are depicted. Profiles are shown in Fig. 8.27.
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Figure 8.27: Profiles of the reconstructed uniform phantom (acquisition for 50
angles, 1 bed position) depicted in Fig. 8.26 for 100, 300 and 500 iterations.

8.4.2.4 Scan 8: ten bed positions, fifty angles

The uniform phantom used in the previous section has decayed to 134 MBq,
the acquisition time has been enlarged to compensate for this.

In this section an acquisition is done using 10 bed positions and 50 angles.
The total bed travel is 8 mm, the step size is 889 µm.

The reconstructed images are superior to the images acquired using less
projections; there is however still a bright spot on the center of rotation
(see Fig. 8.31) and some activity is positioned outside the phantom.

8.5 Discussion

The presented SPECT system is based on a design by Van Holen et al.
[23]. Simulations of the system indicate that it should be able to reconstruct
objects, artifact-free, that are acquired using only five acquisition angles and
one bed position. By doing so, the system and object can remain stationary.

The measurements presented here do not show artifact-free images. The
main reason for this is probably a mismatch between the system matrix
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Figure 8.28: The reconstructed uniform phantom (acquisition for 5 angles, 10
bed positions) after (a) 100 iterations, (b) 300 iterations and (c) 500 iterations.
The transaxial and coronal view are depicted.
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Figure 8.29: Profiles of the reconstructed uniform phantom (acquisition for 5
angles, 10 bed positions) depicted in Fig. 8.28 for 100, 300 and 500 iterations.

and the real system behavior; such a mismatch is not present in the sim-
ulations. It is difficult to determine a main reason for this mismatch (e.g.
wrong CORIm, inaccurate aperture positions, noisy flood maps, system ma-
trix calculation method, ...), because different causes result in similar arti-
facts. From simulations, we have noticed that a mismatch in CORIm, and,
a mismatch in aperture position, leads to similar ring and streak artifacts.
Additionally, we should note that simulations always differ from real-world
circumstances. The simulations used for the design of the system ([23])
do for example not include detailed aperture penetration modeling and a
detailed model for detector DOI.

Using more angles and more bed positions definitely improves the image
quality. In a system setting, this would mean that the detectors and colli-
mators should be mounted on a rotating gantry, and, that the animal should
be positioned on a motorized bed.

Further improvements are however still possible. A more accurate system
matrix has the potential to further improve the image quality. To accom-
plish this one could for example first calibrate the geometry using point
source measurements and then generate a system matrix for the calibrated
geometry using Monte-Carlo simulations.
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Figure 8.30: The reconstructed uniform phantom (acquisition for 50 angles, 10
bed positions) after (a) 100 iterations, (b) 300 iterations and (c) 500 iterations.
The transaxial and coronal view are depicted.
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Figure 8.31: Profiles of the reconstructed uniform phantom (acquisition for 50
angles, 10 bed positions) depicted in Fig. 8.28 for 100, 300 and 500 iterations.

This second SPECT system outperforms the previous system (see chapter
5) for resolution; the previous system allows to distinguish the 1.6 mm rods
(Fig. 5.13), the new system allows to distinguish the 700 µm rods (Fig.
8.21) of a Derenzo phantom. The obtained resolution is in the same range
(0.58 to 0.76 mm) as the three large state-of-the-art systems that were
evaluated by Deleye et al. [163].

A sensitivity comparison between our new system, the previous system
and other small-animal SPECT systems is more difficult. One can compare
the sensitivity for a point source in the center of the FOV but this would be
disadvantageous for the new multi-lofthole system because this system has
all loftholes focused to different parts of the FOV. Alternatively, one can
compare the volume sensitivity but this basically shifts the problem towards
the definition of the volume that has to be taken into account.

A approximate comparison can be made if we reconsider the pentagonal
system that has all apertures focused on the center of the FOV. The the-
oretical peak sensitivity of such a system is 0.32% [23], this is larger than
the sensitivity of our first system (0.006%). Deleye et al. [163] measured a
sensitivity of 0.39% (MILabs U-SPECT-II, 1 mm pinhole apertures), 0.06%
(GE X-SPECT) and 0.07% (BioScan NanoSPECT-NSO); our system thus
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has a sensitivity which is comparable to the more sensitive small-animal
SPECT systems.

8.6 Summary and original contributions

In this chapter we have built a compact SPECT system that consists of
an LYSO detector and a multi-lofthole collimator; this system is based on
a design by Van Holen et al. [23]. We have described the geometry, the
calibration procedure and image reconstruction algorithm. Measurements,
using different acquisition protocols, of a Derenzo phantom and a uniform
phantom have been presented. The image quality improves when more
angles and more bed positions are used. The 700 µm rods of the Derenzo
phantom can be resolved when the phantom is scanned using 50 angles.



Chapter 9

General conclusions

An overview of the work presented in this dissertation is given here.

9.1 Summary

The basic concepts of SPECT imaging were introduced in chapter 1. Chap-
ter 1 starts with a brief review of the different possible interaction mecha-
nisms of gamma-rays; photoelectric absorption and Compton scatter are rel-
evant for SPECT imaging. These interaction mechanisms are important to
understand the functioning of the collimator and the detector. Thereafter,
different types of collimators are discussed. The parallel hole collimator, the
workhorse in nuclear medicine was introduced first. The pinhole collimator
is thoroughly discussed and, in order to be complete we also introduced the
fanbeam and conebeam collimators.

Standard clinical detectors are still based on Anger’s first NaI(Tl) gamma-
ray detector. There are however interesting alternatives: other scintillator
materials might allow a better spatial resolution, PSPMTs or semiconductor
based photodetectors allow for more compact detectors and the usage of
high-performance event positioning algorithms is important to improve the
spatial resolution. Alternatively, one can choose for semiconductor detec-
tors, this can be done for instance to obtain a higher energy resolution. A
final section of the introductory chapter handles on image reconstruction.
We have introduced the basic concepts of MLEM reconstruction, which is
the most frequently used reconstruction algorithm for SPECT imaging.

In chapter 3, a scintillation detector with a high spatial resolution is pre-
sented. This detector consists of a NaI(Tl) scintillator, an H8500 PSPMT
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and dedicated read-out electronics. These read-out electronics digitize all
the PSPMT channels and transmit the values of each channel to a com-
puter using an Ethernet link. A GPU-accelerated MLE-event positioning
algorithm is then used to accurately position each detected event. This
detector has a spatial resolution of 1.24 mm, which is more than twice as
good as traditional detectors used in clinical systems; its energy resolution
is 9.3%, which is slightly better than traditional clinical detectors.

The fourth chapter handles on a new pinhole geometry, called the lofthole.
The lofthole has a circular aperture and a shaped entrance or exit opening.
By shaping the entrance/exit opening one can define the detector area which
is irradiated by an aperture. By clearly defining and tiling these areas for a
multi-lofthole collimator, we are able to use the valuable detector area more
efficiently. Sensitivity formulas for pinholes and loftholes are introduced
which take the penumbra/umbra regions into account. Measurements on
a prototype lofthole with a square exit opening indicate that the irradiated
detector area takes the same square shape as the exit opening and that such
a lofthole has less penetrating photons than a pinhole irradiating the same
square detector area.

The single lofthole collimator of chapter 4 has been combined with the
NaI(Tl) detector to build a simple, flexible and compact demonstrator
SPECT system (chapter 5). Two different setups were build: one that fits
rat-size objects and one that fits mouse-size objects. The resolution and
sensitivity of this demonstrator system are mediocre compared to the state-
of-the-art pre-clinical SPECT scanners because only one lofthole is used.
To improve on this, a two-stage approach was used. In a first stage, the
detector resolution was improved; in a second stage, a new multi-lofthole
collimator, that takes advantage of this improved detector resolution, was
developed.

The detector resolution can be improved by making use of a thinner scin-
tillator. A thin NaI(Tl) scintillator has a low detection efficiency. In order
to compensate for this a more dense scintillator, LYSO, was used. Indeed,
a 2 mm thick LYSO scintillator has approximately the same detection effi-
ciency as a 5 mm thick NaI(Tl) detector. The PSPMT and read-out were
not modified to build this new LYSO-based detector. The detector was
compared with the NaI(Tl) detector. The spatial resolution of the LYSO
detector is 780 µm, the energy resolution is 24.4 %. In this chapter we have
also introduced a new event-positioning algorithm: mean nearest neighbor
(MNN); this algorithm has a slightly worse spatial resolution than MLE-
event positioning but is computationally less demanding and as such speeds
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up the data processing.
A new multi-lofthole collimator was designed especially for this LYSO de-

tector. The production of this tungsten collimator would have been very
expensive or even impossible using traditional machining techniques. We
investigated additive manufacturing (a 3D-printing technique) to produce
pure tungsten collimators. Two collimators have been made. The first
collimator has a density of 17.31 g/cm3 (89.92% of pure tungsten). The
second collimator was produced using updated production techniques and is
superior to the first collimator with regards to density (96.4 % of pure tung-
sten) and production accuracy (max. deviation +0.180 mm, min. deviation
-0.137 mm). The major advantage of this new technique is the possibility
for novel geometries which could not be produced with conventional tech-
niques. This technique can also be considered to produce high-resolution
tungsten parallel hole, conebeam and fanbeam collimators with thin septa
and small holes.

Finally, we have merged the multi-lofthole collimator with the LYSO de-
tector to obtain a compact SPECT system with high sensitivity and high
resolution. According to simulations, it should be possible to use this setup
in a 5-angle mode. Our measurements of a hot rod and uniform phantom
indicate that more angles and bed positions are needed. We were able to
reconstruct the phantoms with little artifacts using 50 angles and 10 bed
positions. The 700 µm rods of the hot rod phantom could be resolved using
this scan protocol. Strong artifacts are present when only five angles and
one bed position are used. The main reason for this is probably a mismatch
between the system matrix and the real system behavior. Further improve-
ments are possible, a more accurate system matrix has the potential to
further improve the image quality. To accomplish this one could for exam-
ple first calibrate the geometry and then generate a system matrix for the
calibrated geometry using Monte-Carlo simulations. Additionally, we have
now redesigned the collimator. The new collimator has less loftholes and is
designed in such a way that overlap on the detector is avoided. We expect
that this will make the system matrix calculation more accurate because
there are fewer penumbrae and because the flood maps can be acquired
simultaneously. A hexagonal system will be built with 6 of these new col-
limators and 6 detectors, making it suitable for both mouse and rat body
imaging. According to simulations it should be possible to use this system
stationary (without rotation). By doing so, the CORIm calibration is no
longer required.
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9.2 Final conclusion

In this dissertation we have developed high resolution SPECT detectors and
collimators. The advantage of high-resolution gamma-ray detectors is that
they can be employed to build higher sensitivity systems [1, 28, 29]. We have
used those components to build two compact pre-clinical SPECT systems.
Note that the developed instrumentation and techniques can also be used
for clinical SPECT. The high-resolution detectors and the lofthole can be
used to improve clinical pinhole-based systems. Additive manufacturing
allows for the production of complex tungsten collimators that can also be
used for clinical SPECT systems; a tungsten parallel hole collimator might
for example allow to use thinner collimator septa and this in turn might lead
to an increase in sensitivity.

A new collimator geometry called the lofthole has been developed. The
lofthole allows to use a detector more efficiently. Additionally, a lofthole
has less penetrating gamma-ray photons than a pinhole that irradiates the
same detector area. Sensitivity formulas for the pinhole and for a lofthole
with a square exit opening were presented that take the penumbra effect
into account.

We have shown that NaI(Tl) and LYSO can be used in combination with
a PSPMT to build high-resolution detectors. LYSO provides a higher spatial
resolution than NaI(Tl), the drawback is that LYSO has a substantially worse
energy resolution than NaI(Tl). The resolution of a scintillation detector
could be further improved by making use of photodetectors that have a
higher quantum efficiency or a smaller pixel size. The higher quantum
efficiency will result in more charge-carriers and the smaller pixel size allows
to sample the lightspread more accurately. Additionally, scintillators that
have a high light-yield such as LaBr3(Ce) or SrI2(Eu) can be considered.

Additive manufacturing has been introduced as a new method to produce
pure tungsten collimators. This technique allows to design and produce
collimators without being hindered by the limitations of traditional subtrac-
tive production techniques. We have used this method to build a multi-
lofthole collimator. It could also be used to build parallel hole, fanbeam
and conebeam collimators with thin septa and small hole diameters.

Finally, we have build two compact pre-clinical SPECT systems. The first
system consists of a single lofthole collimator and a compact NaI(Tl) detec-
tor, the second system consists of a multi-lofthole collimator and an LYSO
detector. The latter system provides the highest sensitivity and resolution
but the reconstructed images show artifacts. These artifacts are probably
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caused by deviations between the calculated system matrix and the real
system behavior. Future work will focus on a compact SPECT system that
can be used to perform mouse and rat body imaging. The multi-lofthole
collimators for this system have been built in such a way that there should
not be overlap on the detector. We expect that this will make system
calibration easier and more accurate.
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