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Dimensioning of Survivable WDM Networks
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Abstract—n this paper routing, planning of working capacity,
rerouting, and planning of spare capacity in wavelength division
multiplexing (WDM) networks are investigated. Integer linear
programming (ILP) and simulated annealing (SA) are used as
solution techniques. A complex cost model is presented. The spare
capacity assignment is optimized with respect to three restoration
strategies. The benefit of wavelength conversion, the choice of
the fiber line system, and the influence of cost parameter values
are discussed, with respect to the different restoration strategies
and solution techniques. Wavelength conversion is found to be of .. ....... : normal operation (working path)
limited importance, whereas tunability at the end points of the ~ _._._._ : in case of a failure (restoration route)
connections has substantial benefits.

(b)

Fig. 1. Restoration strategies. (a) Link restoration (LR). (b) Path restoration
Index Terms—Dimensioning, integer linear programming, op- (PR). (c) Path restoration with link-disjunct route (PRd).
timization techniques, planning, restoration strategies, simulated
annealing, wavelength division multiplexing (WDM) networks.
could be used. This is particularly interesting in the case of

fiber-exhausted links.

Once the number of wavelengths per fiber is defined, the
AVELENGTH division multiplexing (WDM) is evolv- planning consists of defining the paths on which the demand is
ing from a research topic to a real alternative forouted and dimensioning the links (i.e., defining the number of

network operators in upgrading their transport network ifibers and channels for each link). In some studies the purpose
frastructure. The first step is upgrading point-to-point linkg to minimize the number of wavelengths [1], [2]. Others
by using multiple channels in one fiber in order to share thgcus on minimizing the number of fibers [3], [4]. The purpose
amplifier costs among more channels, thus lowering the cegtthis paper is the design of a fiber topology and optical path
per information unit. The next step is the switching of thgayer for future WDM networks, with a fixed channel plan,
channels in the optical layer by using all optical crossconnecifinimizing the total cost for a given static traffic demand.
thus avoiding the cost of high-speed electronic processingoptical fiber, with its large bandwidth, and WDM paved
equipment for transit traffic in the nodes. An essential pafie way for transmitting more data through a single fiber [5].
of the design of WDM networks is the choice of the fibefrhis makes the network vulnerable, however, in the event of
line system or, in other words, the definition of the channghple preaks. A huge amount of data may be affected, which
plan, i.e., the number of wavelengths per fiber to be used {flakes efficient and fast restoration necessary. To survive a
8, 16, 32), the channel spacing, and the absolute wavelengiihle break, spare capacity on the remaining links is required,
Compatibility between different channel plans is possible hgether with a well-chosen restoration strategy. Some kind
the channels partly coincide or if transponders are useg.atomatic protection is attractive, since it can react quickly
Throughqgt the rest of the paper, however, we assume 8@t a failure and yields a simple implementation. Protection
one specific fiber line system is adopted forthe.entlre ”et‘{vogfrategies are, in the first instance, considered for point to
Hence, only homogeneous networks are considered. This ¢afih |inks and in ring structures. Protection requires many
be relaxed, however, when a transponder interface is used e resources, which can be seen as a disadvantage. In
in between the fiber line system and the crossconnect. shed networks, rerouting strategies can be applied more

tr:_;msponder c_onverts any mpgt signal to a signal COmpl'aé]IIficiently; spare capacity is not really dedicated to protect
with the entering system. In this way, for example, the outp\yE

I. INTRODUCTION

£ 1o fib s in th directi d b orking entities, but the spare resources are shared among
of two Ther ports In the same direction cou € 9rouP&Lyeral working entities. The planning of these spare resources
onto one fiber or bidirectional transmission on a single flb% however, more complex. In this paper three rerouting
Manuscript received July 16, 1997; revised April 16, 1998. This W0r§trategies are considered for single link failures (Fig. 1)-
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Fig. 2. (a) WP network. (b) VWP network. (c), (d) Crossconnect architectures.

capacity all over the network is used and a lower spab& chosen. In the case of path restoration, however, two cases
capacity requirement is expected than in LR. In this casean be distinguished wherein the transmitters and receivers
many more nodes are involved in the restoration phasge tunable, and a restoration route on another wavelength
since every broken path needs to be restored separatebn be used (WPa), or the transmitter wavelength is fixed and
3) Path restoration with link-disjunct route (PRd) reroutethe restoration route must be found on the same wavelength
the demand of each affected path through a designa{@dPb).
preassigned link-disjunct route (a route that has noThe benefit of using wavelength conversion in WDM net-
link in common with the working path). This link- works is still an open issue and has been questioned by many
disjunct route belongs to a specific path and is useful essearchers. At present, the optical wavelength conversion
restoration route in case of any link failure affecting théechnology is still not mature. Wavelength conversion via
specific path. This scheme has the advantage of startihg electrical domain, however, is possible. In any case,
the restoration process immediately upon discover ofwgavelength conversion requires additional components, thus
path-defect, without knowing the exact location of théne debate over its necessity continues. For static routing, the
link failure. benefit has been found to be small [3]. As the subject of this
For the path restoration schemes, capacity that was ugeer is the planning of working and spare capacity for a static
by the working paths can be released and reused for restdraffic demand, the same conclusion is expected. Because most
tion purposes. In this way, however, more reconfiguration &udies (including this one) focus only on a particular network
required to restore the original network status. aspect, the conclusions concerning wavelength conversion are
The spare capacity assignment problem has been tackfed representative of the entire picture of deployed WDM net-
before, in [6]-[9], for general meshed networks. In [10] andorks and, therefore, may not be understood as the prevailing
[11] this is applied on WDM networks, as is the case in thigonclusions.
paper. The planning approach described in this paper has as its
Two different types of WDM networks are consideredstarting point the location of the optical crossconnects, a set of
Networks that do not use wavelength conversion in the crossndidate links between these crossconnects, and the demand
connects are denoted as wavelength path (WP) networks. lhedween each pair of nodes, expressed in the number of
WP network, an established path in the network is charact&ravelength channels. Optimization of routing in the network
ized by its wavelength. Networks with wavelength conversicand allocation of working and spare fiber resources is then
in the crossconnects are denoted as virtual wavelength pp#rformed, minimizing the total network cost. Section Il of
(VWP) networks. In this case, a path can have differethis paper describes the cost model. In Section I, the used
wavelengths on subsequent links (Fig. 2). In WP networkgptimization techniques are explained. The planning is done
two cases depending on the tunability of the laser sourdestwo steps: first, routing and working capacity assignment
can be further distinguished We assume, when planning e optimized and second, the spare capacity is assigned. The
working paths, that for each demand pair the wavelength cantcome is a dimensioned network with an optimized number
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of working and spare fibers (or channels) on each link ande
the most appropriate working paths on which to route the
demand and restoration routes on which to recover from as
single link failure. The results are presented in Section IV.
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amount scaling with the lengtlis;;): representing, for
example, the fiber;

amount scaling with the number of amplifigys,;): rep-
resenting, for example, the amplifier cost.

The performance of the optimization techniques, the benefitThe total? cost on a link is thens; = B;+08 L+ Bai - Fa;.
of wavelength conversion, the choice of the fiber line system, refers to link:, I to the length, and#a to the number of
and the influence of the cost parameter values are discussgflplifiers along the fiber.)
In Section V conclusions are drawn. The mapping of the actual cost sources to the cost pa-
rameters strongly depends on the architecture and technology
used. In [12], two node architectures are described, which
are used in the projects OPEN and PHOTON (see Fig. 3).
They are principally different and, due to the variety of
This section gives a cost model for a WDM network. Mosgptical components, many other variants can be thought of.
of the cost sources are mapped to three parameters: the §ghy components in the crossconnect can be taken into
related to the cableof cost), to the fiber £ cost), and to account in the above-noted cost parameters. In the PHOTON
the channel4 cost). The total link cost is the sum of threecrossconnect arrayed waveguide grating (AWG), filters are
contributions: thex cost; thes cost, multiplied by the number ysed as demultiplexers and multiplexers. These filters are
of used fibers; and the cost, multiplied by the number of usedtypically included in thes cost. The OPEN crossconnect is
channels. They cost stands for the required investment in Based on a broadcast and select principle. The incoming signal
link before any capacity on this link can be used, e.g., digging split by a passive splitter. and the channels are afterwards
costs, leasing costs, or cable/duct maintenance costs. With §bgcted by individual tunable filters and eventually converted
f3 cost, the cost of the line system is typically: the multiplexeto another wavelength. The splitter can be counted in/the
demultiplexer, optical amplifiers, and dispersion compensatigBst, whereas the tunable filters and wavelength converters are
management components [e.g., dispersion compensating f&¥; necessary when the channel is used and can, therefore,
(DCF)]. For each channel that is used in this line system pe counted as & cost. As a result, theé and ~ cost ratio
fiber, a~ cost is counted, representing the cost for a channgiffers for both crossconnect architectures.
used, e.g., for per-channel management and regeneration anthe total link cost &; + /3; - # fibers + v, - # channels)
for the wavelength converter in the VWP case. If all thgs not linear in the numbers of channels, and also not in the
channels of a fiber are fully equipped at once, the cost musti@nber of fibers, but the constituents are. Some cost sources,
included in the3 cost. One may subequip the fibers, howevesych as node parts that count for all the incident links and do
according to the number of channels that will be used (e.@ot scale with any of the parameters above, cannot be taken
with modular wavelength cards). The cost is then includegto account viax, 3, or ~. Different discrete node sizes,
in the v cost. Each parameter can be dependent on the liMpwever, can be taken into account, such as&,8x8, and
The fiber cost3, for instance, can be subdivided into threagx16 OXC with a specific cost that is not linear with the
components: incident fibers or channels.
« fixed amount(3,;): representing the fiber terminating The network cost is, then, the sum of all the link and node
equipment (e.g., (de)multiplexer); Ccosts.

Il. CosT MoODEL OF A WDM NETWORK
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Ill. OPTIMIZATION TECHNIQUES AND MODELS Oni

2

Two optimization techniques have been used: integer linear
programming (ILP) and simulated annealing (SA). In order mt )
to solve the problem with ILP, it must first be caught in a Sd-Pair
linear model. The entire problem is solved at once. The integerkm
constraints lead to an extensive branch and bound (B&B)
procedure [13]. In contrast to ILP, SA is an heuristic search
technique. SA, however, can be superior to other heuristic
methods, since it can escape from local optima [14], [15]. It
will be shown in this section how these techniques can be
applied to our problem. m

fp,m

A. Routing and Capacity Planning Jo.xm

The goal of optimization is to select the best set of routes, §; ;, n
with according dimensioning, in order to end up with the
cheapest network that can be found within a reasonable timeg; ,,
An initial topology is given, i.e., the nodes and candidate

1149

1 if node n is of node type:, O otherwise
n:1---N);

(s, d): source—destination node pait;
(m:1---M);

the number of shortest routes that is considered
for routing betweennth sd-pair;

the number of wavelengths that is used on a
fiber (\:1---A);

the maximum number of fiber pairs in a cable
or link;

demand ofmnth sd-pair (symmetrical demand);
flow through routep serving demand,,, (VWP
case) (flow unit= X channel);

flow through routep on wavelength\ serving
demandd,,, (WP case);

1 if route p of demandd,, uses linkj, O
otherwise;

1 if link 7 is incident to node:, O otherwise.

links. Extremely long links, for instance, are not considered, 9> UEj, UC;, UCy 5, 6 iy fp,m, @nd fp, z, m are variables
as they are unlikely to occur in the solution. The demari@ Pe adapted by the optimization technique, while 3;, ;,
between the node pairs is also given. For routing a demafd; £, sd-pair, kp,, A, MF, dp,, 6j,p,m, 6;,»n are given or

k: possible routes (thé shortest ones, using the algorithm irf@n be derived from the input. _
[16]) are considered. At this point, long paths can be excludedThe objective is to minimize the network cost, as described
when these are infeasible due to the physical effects in opti¢aiSection Il. The adopted cost model is linear in the variables.
networks. Effects such as dispersion, noise, crosstalk, and fibince, the objective is to minimize the following function:
nonlinearities degrade the signal quality and may, therefore, L N 1

impose limitations on the maximum path length or hop count, Z(ocj 0+ ;- UFj 4+, - UC)) + Z Z(Ci O, i)

unless regeneration is used at an intermediate point. The latterj=1
however, may limit the transparency of the optical network angr the optimization of a VWP network. For a WP network
may require an additional step in the planning: the regeneratgé ysed channels are summed oXeas follows:

n=1i=1

placement. L A
The demand is assumed to be symmetrical, and both di- Z aj -6+ 0 - UFj +, - ZUC” N
rections follow the same route on the same wavelength, but J=1 1

in opposite fibers. As a consequence, fibers and channels are
planned in pairs (one for each direction). As we consider
WDM networks, a demand or flow unit corresponds with a n=1i=1

capacity corresponding with a wavelength channel. The variables are restricted by a number of constraints

1) ILP: The problem is caught in a linear model, wherghich define a relationship between these variables and the
the variables are the flows through the routes and the workiggen input parameters.

channels and fibers on each link. The objective function andp first set of constraints arises from the fact that the flow

constraints are expressed as a linear relationship betweentmgugh the considered routes of eadpair must be sufficient

variables. . . to route the corresponding demand. In VWP networks
Consider that the starting topology contailsnodes and

L links, the demand containd/ connections, and there are
I possible sizes of optical crossconnects. The variables and
parameters of the ILP problem formulation are then:

+ Z Z(Q : 6n,,i)-

Ko,
pr,rn:dnl, \V’m:1, 27...7M.
p=1

In WP networks, an additional sum over the wavelength

a;,85,v; «, B andy cost of linkj(j:1---L); . .

6; v 1 if link j is used, O otherwise; dlmensklon IS necessary

UF; used fiber pair capacity of link (= # fiber m A

’ pairs); SN foam=dm,  Ym=1,2 - M.

uc; used channel pair capacity of link(VWP) (= p=lA=1
# channel pairs); A second set of constraints defines that the number of

UC;j used channel pair capacity on wavelengtbf working channels on a link must be sufficient to carry the
link 7 (WP); flow on this link. In VWP networks

C; cost of node type (i:1---1); M Em

K; capacity of node type (e.g., 4x 4, 8 x 8, 100 UC; 23> 8ipom foom: Vi =1,2,--, L
X 100), m=1p=1
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In WP networks, the constraint must hold for each wave- And for WP networks:

length
VJ:17277L7
S YA=1,2,---, A
lij7)\Z Zzéjzpznl'fpz)v"“ lfFj, [ij A fp)\mEZ-'—, S ’
m=1p=1 ’ o \V/P = 17 27 T krn;
Vj=1,2,---,L V¥YA=12 - A VYm=1,2 - M

The relationship between the channels and the fibers is
expressed in a third set of constraints; the number of working
fibers must be sufficient to accommodate the required numbet;, 6,,; € {0, 1},
of channels. In VWP networks

\V/j:1727...7L
n=1,2 - N:¥i=1 ..., I

7

The studied problem thus requir®s"’_, km +3-L+N -1

UC, <A-UF; Vi=1,2,---, L. ) m=1
b= . J e vanabl}tas and- L+ 3- N+ M constraints for VWP networks
In WP networks, this becomes andy_ _ km - A+(2+A)-L+N-Tand(1+2-A)-L+
3- N+ M, for WP networks. The numbers of variables and
UC; » < UFy, vji=1,2,---,L; VA=1,2,---,A. constraints scale with the numbers of links and nodes in the

o network. Furthermore, the number of variables also scale with
Whether or not a link is used can be expressed through @ number of considered shortest routes.
following constraints (for VWP as well as for WP networks): A |imitation on these models is that the objective function
must be linear because we wish to solve it with linear
programming techniques. Therefore, this limitation is due to

An additional constraint has been added for survivabiliff€ optimization technique. The used routes are returned with
reasons. The node degree must be minimal two. That me&#g solution (i.e., the found values fg, ., and f,, »,») and
that to each node, two links must be incident. This assures tfif Set of routes is the most optimal one with respect to the

recovery from any single link failure is possible, provided thaquectiv_e function. . o
spare capacity is available The integer constraints are necessary, otherwise it would

be most likely to find a solution that is not feasible because
of noninteger values for capacities. The noninteger solution
Z‘sj,n =2, Vn=1,2---, N. obtained from the linear program, however, is a lower bound
j=t for the integer solution. The B&B algorithm explores a tree,

In case node size optimizatiod 1) is included in the Searching for the optimal integer solution (a B&B routine of

ILP optimization process, an additional set of constraints 8¢ CPLEX callable library is used)This algorithm may take
formulated: a long time, and therefore it is stopped after finding the first

or a predefined number of integer solutions. This procedure
no longer guarantees the optimal solution.
2) SA: SA is a nondeterministic search technique [14],
L ; [15] and starts with a fully specified network which can
, , ‘ ‘ _ be randomly generated; with each demand unit a route is
D S UF; <) Kivbni  Yn=1,2,- N. associated and from this the used capacity can be derived.
In the case of a WP network, the wavelength of the route
In order to achieve feasible solutions, the capacity @ also specified. The cost can then be calculated from the
the biggest node type should be large enough: eventuallyed capacity. In this network, nodes may be connected with
artificially too large and corresponding with an artificially veryonly one link, which cannot be made survivable in case
high cost. In this way, this node type will be avoided due tof single link failures. The network can be punished since
the very high cost, but in every case a feasible solution iisis not feasible. The objective function includes the real
possible. Afterwards$,, ; can be checked to see if node cost which must be minimized and a penalty for infeasi-
has a reasonable size and, if not, the input settings caniikty if nodes are connected to the network with only one

UF; K MF -6, Vi=1,2 ---, L.

T
Zén,i:l’ VYn=1,2---,N
i=1

j=1 i=1

adapted. link.
Last, but not least, the integer constraints must be imposedFrom this network a new one is derived by a small and
For VWP networks: random change (e.g., choosing another route for a demand).

This network may be better or worse than the former one, with

Vi=1,2,---, L; L . o
J T respect to the objective function. If it is better, then the new

UFj, UCy, fpm €ZF, ¥p=1,2,---, km; proposed solution is accepted unconditionally. Whether or not
Yym=1,2,---, M a worse solution is accepted is controlled by the temperature,
which is the characteristic parameter of SA. A frequently used
i=1.92 ... I function that gives the probability of acceptance of a worse
8 60, €d0,1y, T TTD
AT Y =12, NiVi=1, -, I LCPLEX Version 5.0 (CPLEX is a division of ILOG).
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solution is given by ASC; 5
/
= exp Tt = Fay ()] fip
T
T is the temperature in this equation amf,;(z’) — 7
J,m, p

F,;(z)| the deterioration of the solution compared to the
former one. In practice, a random number is generated between
zero and one (i.e., this number is uniformly distributed). If this f,
number is less thap, the solution is accepted, otherwise it is i
rejected. In this way, the acceptance probability.is

In the beginning of the simulation, the temperature is
high enough to accept almost every worse proposed network:ff?"”)"f’
During the course of the simulation, the temperature is lowered
and the probability of acceptance of worse solutions decreases.

Due to this feature, SA has the possibility of escaping from by
local minima, especially in the beginning of the simulation. Ly
The trajectory described in the solution space converges tol i

a local minimum, and if the probability of escape from &,p
this minimum is almost zero, the simulation is stopped. The
best solution found is returned and describes the resultingdr, m
network. dp,
drn,)\
Prn

For general meshed networks an ILP formulation for the A;
rerouting and spare capacity problem is presented in [17]. In
this paper, the models are extended to WDM networks.

In WP networks, wavelength constraints are imposed on
the restoration routes. In the case of link restoration, only thep
channel in the interrupted link, which is part of the affected
route, is rerouted, and therefore the channel must be rerouted

B. Rerouting and Spare Capacity Planning

brn, Y4

m, A, p

1151

available spare channel pair capacity on wave-
length A of link 5 (WP);

the restoration flow through theth restoration
route of link 7 upon the failure of link; (for
LR) (VWP);

the restoration flow through theth restoration
route of pathm upon the failure of linkj (for
PR and PRd) (VWP);

the restoration flow through theth restoration
route of link j on wavelength\ upon the failure
of link j (for LR) (WP);

the restoration flow through theth restoration
route of pathm on wavelengthA upon the
failure of link j (for PR and PRd) (WP);

the flow through linky (VWP);

the flow through linkj on wavelength\ (WP);
number of restoration routes for link

1 if the pth restoration route uses link 0
otherwise;

1 if path m uses linké, O otherwise;

demand of pathn (VWP);

demand of pathn on wavelengthh (WP);
number of restoration routes for patfy;

= {m}, paths affected upon the failure of link
75

1 if the pth restoration route is used as backup
route of pathm, 0 otherwise (for PRd) (VWP);
1 if the pth restoration route on wavelength
is used as backup route of pathh O otherwise
(for PRd) (WP);

on the original wavelength of the path. In the case of path SE; 5C;, SCias fio fiaon [ Fimamb and
KA a1 7 1 J. P J, NP J,m,m J,m, A, m,p

restoration, the transmitter—receiver pairs can be tunable,,or
spare transmitter—receiver pairs on other wavelengths cou
be available. In that case, a route on another Wavelengthéys
allowed for rerouting (WPa case), otherwise a route on theé™

original wavelength must be found (WPb case). It is cle

bo,, A, p @re the variables which must be fixed by ILRSC;,

Cj7)\, .Fj, ‘sz)\’ .Pj, 61‘71,, A, dn%)\, P, Aj = {m}, and

are known or can be derived from the input. The available
pare channels (ASC'’s) refer to the spare channels in the fibers

that the same wavelength must be available along the en 3t are used for routing and, thus, do not require additional

route, as there is no possibility of wavelength conversion
the intermediate nodes.

gpare fibers.
The total cost of the spare capacity for full restorability must

Consider a network witti links and A paths for which the be minimized. Hence, the objective function to minimize in
routes are given. Between the end nodes of the failed link, @ models for VWP networks is

the case of link restoration, or between the end nodes of the
paths, in the case of path restoration, we consider as eligible
restoration routes thg shortest routes [16] in the incomplete

network (i.e., the original network excluding the failed link), =t

N I

L
> (i SEj+7;-SC) + > (Ci-bni)

n=1 =1

with the additional requirement of link-disjunctness for PRdyhile for WP networks

In the following sections, a solution approach with ILP and
with SA is presented. L

A N T
1) ILP: First we define some additional parameters to be » </3j SFj 475> 8C;, A) + DD (Civbna).
A=1

used in the equations for the linear model: j=1

n=1 =1

The second double sum is present only if the node size is

For the LR models the following constraints must be met.
1) When link j fails, the working flow of this link must

SF; spare fiber pair capacity of link;
S5C; spare channel pair capacity of lipk(VWP); o
SC; A spare channel pair capacity on wavelenytbf /S0 optimized.
link 7 (WP);
ASC; available spare channel pair capacity of lifk
(VWP);

be rerouted through th&; possible restoration routes.
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3)

4)

IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 16, NO. 7, SEPTEMBER 1998

Hence, for VWP networks
r;
ZfJ,PZFJ? Vj:1a2aaL
p=1

and for WP networks:

P;
> fiap 2 Fia
p=1

VJ:]-v 27 7L7
YA=1,2,---, A
If link j fails, the spare capacity on the other links must

be sufficient for the flow on the restoration routes. For
VWP networks

Py

SC; 2> bip-fipy Yii=1,2 - L-i#j

p=1

and for WP networks:

P 2

SCix 2 Z5vp “Fixp

p=1
Vlvyzlv 27 7LZ7£77
VA=1,2 -, A

The spare capacity channels must be accommodated in
the fibers. Therefore, additional spare fibers may be
required. Spare channels in fibers used for the working
capacity, however, are also available. In VWP networks
this constraint yields

SC; — ASC; £ A-SF, vi=1,2,---, L.

In WP networks, this becomes

SOL)\—ASCL)\SSFJ', Vj21,2,---,L;
YA=1,2 --- A

The spare capacity and the flows on the restoration
routes must be integer and nonnegative values. For VWP
networks

SF;, 5C;, f;p€Zt,

And for WP networks

Vi=1,2 -, L

Vp=1,2, -, P
YA=1,2,---, A

SFJ" SCJ})\’ fJ})\,P € Z+’

3)
)

VWP networks
P,
Y fimp=dm, Vi=1,2,-- L:Vme A
p=1

In the case of a WP network there is a difference
between WPa and WPb; for WPa networks

A P, A
§ § fj,rn, A p — E drn,)\v
A=1

A=1p=1

\V/j:]-, 2aaL7
‘v’mEAj.

As the transmitters are tunable, it is not important
whether a path on wavelengtk is restored on the
same wavelength or another wavelength, but in WPb
networks the transmitters are not tunable and therefore

Py,
E fj,nl,)\,p:drn,)\v
p=1

Vy:lv 27 T, L7

YmeAd; VYA=1,2,-, A
If link j fails, the spare capacity on the other links
must be sufficient for the flow on the restoration routes

of every interrupted working path:.
For VWP networks

L
SC; > Z Z‘si,p'fjmhp

mCA; p=1
Vi, j7=1,2,---, L-i#j.

For WP networks

Py,
SCi,)\ > Z Z‘Si,p : fj,m,A,pv

mcA;p=1
VL?J:L 27 7LL7£J7
YA=1,2 - A

Constraint set 3) is unchanged applicable for PR.
Again, the spare capacity and the flows on the restora-
tion routes must be integer and nonnegative values. For
VWP networks

S‘P?iv SCJ? fj,rn,p S Z+7
\V/7:1, 27 T L
VmeAjVp=1,2,.-, Py,.

And for WP networks
S-Fg', SCj,)\a fj,rn,)\,p S Z+7
\V/j:17 27 e _L7
YA=1,2 -+, A
VmEAj:szl, 27 T, P

In the PR scheme the constraints are slightly different (theFor the PRd models, Boolean variables are introduced,
corresponding set of constraints is indicated with the sarimelicating whether or not a specific restoration route is used.

number as for the LR scheme, but & added).

The entire demand is kept together and rerouted along the

1’) When link j fails, every interrupted path needs to be backup restoration route. If restoration is allowed along diverse
restored. The restoration routes of the path must camgstoration routes, the connections can be split first in connec-
the demand of the interrupted working path. Hence, feions with demand equal to on&/ then become§~"_. d,,
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andd,, = 1. The constraints to be met become the following If the node size is also optimized analogously, as in
(the corresponding set of constraints is indicated with the sai®ection IlI-A1, an additional set of constraints can be

number as for the LR scheme, blts added). formulated (note that at this point/#; is known as the
1) Only one restoration route is used for pathindepen- output from the first optimization step)
dent on the failing link of pathn. I
For VWP networks Z‘S":i =1, Vn=1,2 -, N
P, i=1
> bmp=1 ¥Ym=1,2 -, M.
p=1 L 1
For WPa networks > 6jn (UFj+SF) <> Ki-8,4, ¥n=12 - N.
A Dy j=1 i=1
;;b”“’p =1 Vm=12-..., M. The remarks made in Section IlI-A about ILP apply here

as well. From the nature of this technique, no real rerouting

P strategy is imposed (e.g., rerouting by trying the routes in order
- of length). The used routes for rerouting are returned with

S bmap=1, ¥Ym=1,2 - M gth) 9

p=1

For WPb networks

the solution (i.e., the found values fgf .., f; x.p [ m.p»
fiom, x, pr Om,p, @nd by, » »). This set of routes is the most
optimal one with respect to the objective function, unless the
%xploration of the B&B tree is prematurely interrupted for
Ralculation time savings.

2) SA: SA can be applied analogously, as explained in
Section 1lI-A2. The starting point is a fully specified network
with the restoration routes established according to any link
Pilure. Small random changes can be made by choosing
another restoration route for both a particular link failure and

(A being the original wavelength of path).

2") If link 75 fails, the spare capacity on the other link
must be sufficient for the flow on the restoration route
In (2) fjm,p, and f; ..., should be replaced by
b, p * A @NA 0y, A p + din, 2, TESPECLiVELY.

3”) Constraint set 3) is unchanged applicable for PRd.

4") The spare capacity on each link must be integer al
nonnegative. Thé variables are Boolean. For VWP

networks + a particular interrupted demand, which are selected randomly.
SF;, SC; € Z7, b, p € {0, 1}, This mode of optimization is suited for preplanned restora-
Vi=1,2,--,L tion. No real rerouting strategy is simulated. When considering
Vvm=1,2---, M: a rerouting strategy, in the sense that a list of restoration
Vp=1,---, P, routes is sequentially explored (e.g., in case of dynamic
and for WP networks: restoration), another implementation might yield better results.
SE;, SC; x € Z, by a p € {0, 1}, For instance, during the SA optimization, the spare capacity
Vie1 9 - L on the links can be randomly changed by a small amount.
Vi 1. A The restoration degree can be calculated by simulating the
R restoration process. If the proposed network is not fully

Vm=1,2, ---, M: S )
Vp=1,--- P, restorable, a penalty can be added to the objective function.

. This penalty can be increased during the simulation (e.g.,
In the case of path restoration (both PR and PRd), thegatively with the temperature) to avoid the situation in

capacity of interrupted paths can be released. When Jinkyhich the resulting network does not meet the restorability
fails, some capacity, in addition to the spare capacity of linlqyirements.

¢, can be used for restoration. Hence, the constraifjtsr2d

/! .
2 )Zl)become. IV. RESULTS AND DISCUSSION
SCi,n + Z Siym - g, 3) A. Capacity Planning and Routing
meAj As a case study, the working capacity was allocated in
D the COST239 network which consists of 18 nodes [18].
2 Z Z&m “Jiym,p( A The simulations were done for a European load, which was
meA; p=1 estimated and proposed in the COST239 project [19]. The
Vi,j=1,2,---,L-t#] load has 73 source—destinatiostl) pairs, and 254 units of
2 requested demand between thesgpairs (a demand unit
requires one wavelength channel on the followed route).
SCiy,n + Z 8ism * (0 Thirty-nine possible links were considered, resulting in the
meEAj network represented in Fig. 4.
D Simulations were performed for WP and VWP networks, for
> Z Z5i,p O, p(, A Am(, 0 several values ofr (0, 40, 400, 4000), in combination with
mCA; p=1 different values fog3 (50, 100, 200, 400), while is kept equal
Vi, 7=1,2,---, L-1# 7. to 1, for 1, 2, 4, 8, and 16 wavelengths per fiber and several
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TABLE |
NETWORK CosT COMPARISON FORROUTING AND DIMENSIONING
USING THE THREE TECHNIQUES AND FORWP AND VWP MoDE

VWP WP
nr [o cost [Bcost |[SHR iiLP SA iILP SA
1 0 50 5452 3996 4650 4800 5542
2 0 100] 10452 7686 8550 9304| 10332
3 0 200] 20452 15300 16156] 18298 20142
4 0 400] 40452 30100| 33364] 32088 40550
5 40 50 6972 5610 5862 5528 6930
6 40 100] 11972 8560{ 10032 9680 12198
7 40 200] 21972 16234 18038] 16270 21656
8 40 400 41972| 28276 33996| 30522| 40374
9 400 50| 20652] 15998] 17022| 17648| 17834
10 400 100] 25652 21502| 23612] 21384 23334
11 400 200] 35652| 32868| 30132 28078| 33324
12 400 400] 55652] 48064| 44940 42474 54140
13| 4000 50] 157452| 125122| 128882| 136164| 130188
14| 4000 100] 162452 125532 132542| 140080] 135750
15| 4000 200] 172452] 146098| 143736] 147472| 140946
16| 4000 400] 192452| 148526| 162938| 161682 174996

in order to estimate a starting temperature and an adequate
cooling scheme. The cooling scheme has been chosen to have
runs of about 10-min duration. Longer runs can be obtained
Fig. 4. Initial topology containing 39 links. by decreasing the cooling speed. The CPLEX library, used
for ILP, allows the interruption of the searching process of
values of the parameter (from “k shortest routes”). Eachthe B&B tree, after finding théth integer solution or after
combination of the parameters leads to a particular problemspecified time. We fixed the duration at 10 min, unless
instance. The problem was solved in the following three waystherwise stated. This allows us to compare the techniques
« The shortest route was chosen for each demand and t#igly, as they consumed about the same computation time (on

links were dimensioned accordingly (without optimiza? PC Pentium 200).
tion). This was done only for VWP networks. In wp When we compare the network cost in the ilLP and SA

networks, a wavelength assignment strategy should g@lumns with the values in the SHR column, we can estimate

further specified. the benefit from optimization. On average we obtain a gain of
« With ILP, as described above, [in fact interrupted ILR-5% and in some cases up to 30%. iILP outperforms SA by

(ilLP)]. 6%, on average, for VWP problems, and by 11%, on average,
» With SA, as described above. for WP problems.

This resulted in many simulations that allowed us to com- LONg runs were made (to 12 h) to verify the gain in further
pare the network costs, number of used links of the initigXPloring the B&B tree. At times, an up to 20% improvement
topology, and the number of used fibers. In the following¥@s obtained on the first found integer solution within 2 h,
comparisons are made and discussed. whereas the additional improvement after searching several

Table | shows the results of 16 problems with the assumours more, was very small. For the SA technique, a long run
tion of eight wavelengths multiplexed per fiber. The first thre@as performed by selecting a lower cooling speed. A more
columns show the problem number and theand 3 cost extensive search in the solution space can be done in this
used uniformly over the whole network. The first column withvay. A longer simulation (a couple of hours) found only a 4%
results shows the network cost obtained from a shortest p&gfter solution than that found by a 10 min simulation.
routing and dimensioning, by rounding off the number of fibers When comparing ilLP with SA for the studied implemen-
upwards to the first integer number (100 fibers were requiré@tion, we note that ilLP requires more memory and becomes
in 38 links) (SHR). The second and third column show thi&feasible for big problems. On the other hand, it allows the
network cost from iILP and SA optimization, respectivelypptimal solution to a problem (within the memory constraints)
for the network in VWP mode. The last two columns shownd, given the same computation time, it yields better solutions
the network cost for both optimization techniques, with théhan SA. For ilLP, a more complex and larger problem does
network in WP mode. For each demand pair, five shortgat mean that a relatively worse solution will be found or that
routes were considered for the optimizatidn=f 5). Because it will take longer to find a solution. For SA, the relationship
the same cost parameters are used for WP and VWP netwolietween problem complexity, computation effort, and solution
the cost of the wavelength converters is not accounted for.quality is clearer. In general, for SA, a more complex problem

SA runs according to a cooling scheme in which parametesdl require more time in order to find a good solution, and a
can be tuned. Some experience with the technique is requitedger simulation will find a better solution.
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When comparing the WP and VWP solutions, we can 80000
estimate the cost savings of wavelength conversion, while
omitting the cost of the wavelength converters themselves.
Theoretically, the cost of the VWP solutions should be a 60000
lower bound than for that of the WP solutions. In some
cases, however, a better WP solution was found within the
same cost parameters (e.g., the ilLP solutions on rows 11
and 12 in Table I). This is due to the suboptimality of the
heuristics. When omitting these odd cases, we obtained a 20000 4
9% gain, on average, from wavelength conversion with the
iILP optimization technique, while a 12% gain was achieved
with the SA technique. The cost of the wavelength converters 0 , '
must be considered, relative to the cost of the other network 50 Bmcoost valjgo 400
equipment. Furthermore, in a comparison of WP and VWP p PP — Tisystem |
networks, other aspects of wavelength conversion must be system System
taken into account (e.g., management, interworking, and future @)
proof). It is clear that the choice as to whether or not to
use wavelength conversion depends on the network and the
network strategy.

The cost of using a link (thex cost) differs for every
network operator. Many operators already have dark fiber in
the ground and can use it without major investment 0).
Others need to install new fiber, excavate, or lease fiber from
other operators. Depending on these considerationsy tioest
will vary relative to the other cost values. Increasing éheost
results in a reduction of the number of links that are used in the 10000 +
resulting topology, as it becomes more expensive to use a link. 5000
This tendency is stronger when the initial topology is more o
meshed, which means that more candidate links can be omitted 50 100 200
from the resulting topology. It was noted that more possible p cost value
routes have to be considered (i.e., a highemlue in order to —e—161system ------ 4 | system
have more routes to choose from) in order to leave more links ()
unused. The unused links can then be omitted from the ﬁ%&. 5. (a) and (b) network cost comparison of routing and dimensioning for
topology. An increased number of routes under consideratiferent line systems.
however, results in a larger problem to solve, as each possible

route corresponds with a variable in the problem.

Today, in most transport networks, single optical channi th_at in. the first case, almost fgur times fewer fibers are

systems are used. An important question is when to upgra{&é‘”'red in the network,.whereas in the latter case only half
to WDM and how many wavelengths should be used. Wh&y Many fibers are requwe_:d: Indeed, \_Nhen more wavelengths
upgrading from single wavelength channel to multiwavelengBf" fiber are _con5|dered, |t_ is more difficult to fill all of the
channel transmission, fiber termination equipment such HRers as efficiently. There is, of course, a strong dependence
multiplexers and demultiplexers must be installed. Perha/%¥! the considered network and.trafflc load. For a higher traffic
more complex gain flattened wide-band optical amplifiers wiffémand, results show that a high number of wavelengths per
have to be used as well. Fiber termination components afeer is justified. How thes cost value scales with the number
amplifiers affect the3 cost. Fig. 5 compares different lineof wavelengths of the line system depends on the technology
systems in the function of thg cost factor. In Fig. 5(a) the and architecture of the crossconnect and the amplifier.
network cost is presented for a single channel system with aln conclusion, when the and/3 cost are higher as compared
3 cost value equal to 50. For a\4system, simulations haveto the v cost, optimization will try to aggregate more traffic
been carried out with$ values varying from 50 to 400. Thein a fewer number of fibers and a fewer number of cable
crossing point of both curves indicates how high thealue links. In these cases, optimization can certainly improve the
for the 4\ system may be in order to be less expensive th&fmensioning. The variations in the results are, however, quite
the single wavelength system. In Fig. 5(b) & gystem (with large, so that quantitative conclusions are difficult to make.
B = 50) is compared with a 1% system. Upgrading from It is clear that by considering more routes and a more
a 1\ system to a & system is only advantageous if tiie meshed initial network (i.e., more candidate links), greater
cost of the 4 system is less than nearly four times highemprovement can be expected from optimization. This im-
than the corresponding cost for the 2\ system, whereas for plies, however, that the solution space for the optimization
an upgrade to a D6system,3 may be, at most, two times techniques will get larger with a correspondingly greater
higher than thes for the 4\ system. The reason for this resulcomputation effort.

70000 +

50000 +

40000 +

30000 +

network cost

10000 -

45000

40000 +
35000 +
30000 +
25000 -

20000 -

network cost

15000 ¢

400
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TABLE I 100 e E—
RATIO SPARE FIBERYWORKING FIBERS AFTER SPARE CAPACITY ALLOCATION FOR
DIFFERENT RESTORATION STRATEGIESAPPLIED FORWPa, WPbaND VWP MobE

restoration strategy |WPb WPa VWP

LR 79.06977| 79.06977| 65.11628 w
PR 69.76744| 58.13953] 51.16279 E
PRd 69.76744| 53.48837| 41.86047 LJ‘,
PR+r 69.76744| 48.83721| 44.18605 0
PRd+r 69.76744| 41.86047| 39.53488 §

B. Spare Capacity Planning and Rerouting

A 31-link network covering Europe was considered for
spare capacity planning and rerouting. The fiber capacity
and the routes were optimized according to the ILP model fibre line system
described in Section Ill-B. The network was planned 1Eqifig. 6. Spare capacity requirement for different fiber line systems (different
eight wavelengths per fiber in WP mode. After omitting theumber of wavelengths per fiber: 4, 8, and 16).
wavelength specification for the routes, the same capacity and

routes were used for the VWP case. For each restoration

. Spare channels. WPa and VWP allow the more flexible use of
strategy (LR, PR, and PRd) the spare capacity was planq (eiase channels than is the case in the WPb mode
on top of the working capacity. '

The results are summarized in Table || and expressed We have also noticed a dependence on the meshing degree

. ; . . o"ﬁhe input network. In more meshed networks, a lower spare
the ratio of spare fibers to working fibers. In terms of spare P b

. : . . acity requirement is seen. This is due to the fact that there
capacity requirement, LR is most expensive. PR and P.ap y reg

. ; i ore residual spare capacity in these networks, and the
are cheaper. For the path restoration strategies, the rele %@ P pactty

. . . . . hed structure can be better exploited to do rerouting and
capacity of interrupted paths on intact links allows capaci Y reuse spare capacity. Residual spare capacity refers to the
reuse on these links and therefore an additional savings

. L 95 \Pailable spare channels in the fibers used to accommodate
capacity (PRr and PRd-r). These results are in line with the working capacity
what was discussed in [17]. These conclusions hold for theIn some cases oﬁe-step planning of working and spare
threeh optical netw%r.lé modes WPg, WPb, ang_VWPI. ] capacity could be considered, e.g., in the case of the WPb
When more cand at_e restoration routes (highem ue: 5 mode and a path restoration strategy: the fact that the path
rather than 2) are conS|d(-_3red, 5 10 10% cheaper SOM'O”S st be rerouted on the same wavelength is too stringent for
be found. More computation effort, however, is required. the spare capacity allocation when it is done in two steps. The

From Table II, we can compare the optical network modeg,,,ejength could be better assigned in a one-step optimization,
The cost of the spare capacity in the VWP case is less thl%

. o rP(ing both working and spare capacity into account.
in the WPa case, although not significantly. A remarkable

difference can be noticed in comparing WPa and WPb for

the path restoration strategies. It can be seen that wavelength V. CONCLUSIONS

tunable transmitters allow better usage of spare capacity andn this paper routing and planning of working capacity and
therefore require a lower spare capacity. rerouting and planning of spare capacity in WDM networks
The benefit of wavelength conversion for static routing hagere investigated. The general optimization techniques ILP
already been found to be low [2, Sec. IV-A]. The results hetghd SA have been used. The application of these techniques
show that for spare capacity assignment and rerouting th@s explained and results were discussed.
benefit is also low, however, tunability of the wavelength end The choice of the number of wavelengths to be used per
to end gives a substantial benefit. fiber was discussed. A detailed study of the influence of the
In the network under study, the working capacity has beewst function on the planning was performed. As can be seen,
optimized for 4, 8, and 16 wavelengths per fiber, with &hen planning working capacity and routing, if the use of a
model derived from the one presented in Section IlI-A. Fig. knk results in higher costs, a more meshed network, containing
shows the ratio of the fibers needed for spare capacity (Shpre candidate links and a larger set of possible routes for a
and the working capacity fibers (WF) for the PRd restoratiatemand pair, has to be considered in order to find a good
strategy. One can conclude that the additional number of spadution. This implies a larger solution space to be explored
fibers compared with the number of working fibers decreasegring the optimization process.
with the number of wavelengths used per fiber for the optical As far as restoration is concerned, three restoration strategies
network modes WPa and VWP. This does not seem to have been compared and the influence of the network topology
true for WPb. This can be understood intuitively. as followsvas investigated.
As was noted in Section IV-A, the filling in the case of 16 In general, from a planning aspect, no significant benefit
wavelengths per fiber cannot be done as efficiently as in timeresource savings was noted from the use of wavelength
case of a lower number of wavelengths, therefore leaving matgnversion. Tunability of the laser sources, when not using

4 8l 16l
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wavelength conversion, however, has been found to be [0§] M. C. Sinclair, “Improved model for European international telephony
substantial benefit. traffic,” Electron. Lett.,vol. 30, pp. 1468-1470, 1994.

In more detail, the benefit of wavelength conversion grows
with the number of wavelengths considered per fiber. There-

fore, if WDM is introduced with a small number of wave- Bart Van Caenegem (S'95) received the M.Sc.
lengths per fiber, wavelength conversion is not strictly neede degree in electrical engineering from the University

; ; of Gent, Flanders, Belgium in 1995.
It might be preferred, however, when upgrading to mot Since 1995, he has been working as a Researcher
wavelengths per fiber. e T for the Fund of Scientific Research (FWO-V) in the
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