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3. How does it work? 

4. Strengths, limitations and challenges
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INTRO
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De Morgen, 11/12/2022: 
ChatGPT produceert (bijna) foutloze 
teksten: is het nu gedaan met schrijven?

NRC, 15/12/2022: “ Leg het gebruik van 
ChatGPT aan banden” © 2023 - LT3, Ghent University 



6

Google suffers $144b wipeout 
after Bard AI chatbot gives 
wrong answer
(The Sunday Morning Herald, 
09/02/2023)

Meet Claude: 
Anthropic’s Rival to 
ChatGPT
Claude, a chatbot created by 
former OpenAI employees

© 2023 - LT3, Ghent University 



● ChatGPT
○ AI Chatbot that answers questions and writes text
○ GPT: Generative Pre-trained Transformer
○ OpenAI
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GENERATIVE AI
̶ ”Generative”
Generate new data that is similar to a given data set
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We leven in een nieuw tijdperk, 
dat van ‘generatieve AI’  
(Standaard, 14/01/2023)

Dreamstudio (Stable Diffusion) © 2023 - LT3, Ghent University 



GENERATIVE AI

̶ ”Generative AI”
Machine learning systems that generate new data based on a 
training set of existing data

̶ Text: chatbots, translation, stories, poems (GPT-3, 
ChatGPT, GPT-4)

̶ Images: DALL-E, DALL-E 2, DreamStudio
̶ Music: Amper Music, Soundful
̶ Video: Pictory, Synthesia
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GENERATIVE AI
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DALL-E - “a squirrel astronaut with 
the sun reflecting on the glass of his 
helmet”

ChatGPT

© 2023 - LT3, Ghent University 



DALL-E
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openai.com/dall-e-2/

“A photo of an 
astronout riding 
a horse”

© 2023 - LT3, Ghent University 

https://t.co/XZmh6WkMAS
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WHY NOW?



WHY NOW?

1. More data
2. Higher computing power
3. Better algorithms
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MORE DATA

Hours of video uploaded to YouTube every minute  (2007 – 2022)
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https://www.statista.com/statistics/259477/hours-of-video-uploaded-to-youtube-every-minute/


HIGHER COMPUTING POWER

15Sysoev, M., Grötzinger, S. W., Renn, D., Eppinger, J., Rueping, M., & Karan, R. (2021). Bioprospecting of novel extremozymes from prokaryotes—
the advent of culture-independent methods.

(Fastest Supercomputer)
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MORE DATA

Training data sets used for different GPT models (OpenAI)

16Image source: https://arxiv.org/abs/2303.10158
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2022/2023
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BETTER ALGORITHMS

Image source: https://www.linkedin.com/pulse/what-artificial-neural-networks-bilal-mahmood

Artificial Neural Networks = artificially engineered systems inspired by the brain
Ø Reverse engineer human intelligence
Ø McCulloch and Pitts (1943!)

© 2023 - LT3, Ghent University 17



BETTER ALGORITHMS

Image source: https://towardsdatascience.com/training-deep-neural-networks-9fdb1964b964

Human Brain

Image source: https://wccftech.com/scientists-artificial-neurons-mimics-human-brain-cells/

State of the art: The transformer architecture

© 2023 - LT3, Ghent University 18



WHY NOW?
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ChatGPT: November 2022
GPT4: March 2023

© 2023 - LT3, Ghent University 
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HOW 
DOES 
IT WORK?



GENERATIVE AI: GPT Models

GPT: Generative Pre-trained Transformer 
> Generate human-like text
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3. Reinforcement Learning

2. Task-specific Fine-tuning

1. Language Modelling
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GENERATIVE AI: GPT Models
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3. Reinforcement Learning

2. Task-specific Fine-tuning

1. Language Modelling
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LANGUAGE MODELLING
̶ A language model is a machine learning model trained to assign probability 

distribution over words
̶ Good at predicting the next most probable word given a sequence of words

Text generation: Repeat this process to generate a sequence of words until 
the end of the sentence is predicted:

I was eating popcorns. I was in a movie theatre with my 
friend . <stop>

23Image source: https://towardsdatascience.com/what-are-the-data-centric-ai-concepts-behind-gpt-models-a590071bb727© 2023 - LT3, Ghent University 



LANGUAGE MODELLING
How can we learn these probabilities? 
ØLearn from examples (massive data sets)

I was eating popcorns. I was in a _

What if we don’t see this exact text in the data (but similar texts)?
̶ I was eating chips. I was in a _
̶ You were eating popcorns. You were in a _

24

house (23 times)
movie theater (145 times) 
cinema (115 times)
bar (3 times)
because (x)

© 2023 - LT3, Ghent University 



WORD EMBEDDINGS
How can we represent words with numbers so that similar words have similar 
representations?

jaguar

car

animal

toyota

elephant

© 2023 - LT3, Ghent University 25



WORD EMBEDDINGS
How can we represent words with numbers so that similar words have similar 
representations?

We can learn this automatically 
Ø Which words appear in the same context?

… driving a jaguar …
… driving a toyota …
… driving a car …

… a jaguar is running …
… an elephant is running … 
… an animal is running …

jaguar

car

animal

toyota

elephant

© 2023 - LT3, Ghent University 26



WORD EMBEDDINGS
How can we represent words with numbers so that similar words have similar 
representations?

0 1

1

0.44

0.23

x axis

y axis

toyota   = [0.23, 0.44]

0.37

0.35

car      = [0.35, 0.37]

jaguar

car

animal

toyota

0.65

0.75

elephant = [0.65, 0.75] elephant
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WORD EMBEDDINGS

Image source: https://ruder.io/word-embeddings-1/

© 2023 - LT3, Ghent University 28
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LANGUAGE MODELLING

̶ Language models learn the statistical patterns and 
relationships in the language, and develop a general 
understanding of how language works

̶ However, language models are not good enough to 
produce the results from ChatGPT/GPT4
Please explain in detail how did Trump 

get re-elected in 2024? 

> _ 

29© 2023 - LT3, Ghent University 



GENERATIVE AI: GPT Models
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3. Reinforcement Learning

2. Task-specific Fine-tuning

1. Language Modelling
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FINE-TUNING 

̶ Adapt a language model to a specific task or domain 
by further training it on a smaller task-specific dataset

̶ Fine-tuning allows us to leverage the knowledge and 
language understanding that the language model 
has already learned

31© 2023 - LT3, Ghent University 



FINE-TUNING 

Task-specific fine-tuning examples:
̶ Language generation: summarization, paraphrasing
̶ Question answering: trivia questions, reading 

comprehension, open-domain question answering
̶ Chatbot: respond to user queries in a conversational 

manner
̶ Language translation
̶ Code generation

32© 2023 - LT3, Ghent University 



FINE-TUNING

̶ How can we collect task specific data?
̶ Crowdsourcing
̶ Online resources

Example data for fine-tuning as a Chatbot:
Instruction: Please explain in detail how did 
Trump get re-elected in 2024? 

Human Response: I can’t answer that question 
because the elections did not occur yet.
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FINE-TUNING
̶ Fine-tuned Language models on specific tasks are still not enough to 

produce the high-quality responses from ChatGPT/GPT4
̶ A fine-tuned model can produce different responses 
̶ Which response is the best?

Explain how a dishwasher works in detail?

1. It uses water to clean dishes

2. A dishwasher is a household appliance designed to 

clean and sanitize dishes, utensils, and other 

kitchenware automatically.
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FINE-TUNING

3. 
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How can we know which response is the best? 
Ø Get user feedback and integrate this to the model

© 2023 - LT3, Ghent University 



GENERATIVE AI: GPT Models
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3. Reinforcement Learning

2. Task-specific Fine-tuning

1. Language Modelling

© 2023 - LT3, Ghent University 



REINFORCEMENT LEARNING
̶ Learn to integrate human feedback 

into the model (reward model)
̶ Update the the model to produce 

responses that are preferred by 
users

̶ How can we collect human 
responses?
̶ Crowdsourcing
̶ Online resources
̶ While using the model

37© 2023 - LT3, Ghent University 



REINFORCEMENT LEARNING

38© 2023 - LT3, Ghent University 



LARGE LANGUAGE MODELS

39

Bowman, S. R. (2023). Eight Things to Know about Large Language Models.

1. The amount of data, the size of the model (paramaters) and the amount of 
computation used to train them make LLMs more capable 
2. LLMs appear to learn and use abstract representations of the world

‒ Infer the author of a text and predict how it might continue
‒ Give instructions on how to draw objects
‒ Distinguish misconceptions from facts 

3. Specific behaviours tend to emerge unpredictably (chain-of-thought-reasoning) 
‒ Describe the reasoning of a response when requested

4. Experts are not yet able to interpret the inner workings of LLMs
‒ “Explainable AI” 

5. Human performance on a task isn’t an upper bound on LLM performance
‒ LLMs are trained on far more data than any human sees

© 2023 - LT3, Ghent University 
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STRENGTHS



CHATGPT IS GOOD AT

● ChatGPT = Chatbot that can answer questions (“prompts”) in well 
formulated, very convincing, natural language

● This chatbot can:
○ Write text on a given topic in a large number of languages

41© 2023 - LT3, Ghent University 



● This chatbot can:
○ Write text on a given topic in a large number of languages

42https://chat.openai.com/chat, 2023-04-20© 2023 - LT3, Ghent University 
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● This chatbot can:
○ Write text on a given topic in a large number of languages

43© 2023 - LT3, Ghent University 



● This chatbot can:
○ Write text on a given topic in a large number of languages
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● This chatbot can:
○ Write text on a given topic in a large number of languages

45© 2023 - LT3, Ghent University 



● This chatbot can:
○ Write texts on a given topic in a large number of 

languages
○ Summarize, translate, correct, …
○ Adapt a text to a given style (e.g. academic register)

46

CHATGPT IS GOOD AT

© 2023 - LT3, Ghent University 



WAT KAN CHATGPT?

● This chatbot can:
○ Write programming code based on instructions in natural 

language: e.g.. “write Python code to select and print the 
second word in a sentence”:

47© 2023 - LT3, Ghent University 



WAT KAN CHATGPT?
● This chatbot can write, but also analyse:

● Analyse the following sentence …
● Rewrite this sentence in correct Dutch
● Extract the domain-specific terminology from the following 

text
● Apply sentiment analys: eg.

48© 2023 - LT3, Ghent University 



WAT KAN CHATGPT?
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FACTUAL QUESTIONS
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Strengths: conclusion

- ChatGPT can write – rewrite – correct – analyse text > very 
powerful tool that can support a wide range of tasks

- Important: the more specific the prompt, the more 
precise/detailed the answer

51© 2023 - LT3, Ghent University 
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CURRENT
SHORT-
COMINGS



SHORTCOMINGS: HALLUCINATE
� Gives unreliable answers: facts that are not correct, sources that do not exist, …

53© 2023 - LT3, Ghent University 



BEPERKINGEN: HALLUCINEREN
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OTHER SHORTCOMINGS
● ChatGPT is very good at learning patterns from huge amounts of data, 

but does not contain explicite logics / reasoning capacities.
● It is trained on big amounts of internet data, so it is prone to bias > risk of 

reproducing prejudices present in the training data. There are filters and a 
lot of effort is spent to avoid toxic or insulting answers now.

55© 2023 - LT3, Ghent University 



56© 2023 - LT3, Ghent University 



57© 2023 - LT3, Ghent University 



58© 2023 - LT3, Ghent University 



59© 2023 - LT3, Ghent University 



OTHER (CURRENT) SHORTCOMINGS
● Trained on data up to September 2021 (no recent data).
● Language is not always grammatically correct, current versions works better for 

English than other languages (e.g. Dutch)
● Translation quality is (now) not as good as SOTA machine translation systems 

such as GoogleTranslate, DeepL.

60© 2023 - LT3, Ghent University 
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PRESENT 
AND 
FUTURE



PRESENT & FUTURE
- ChatGPT today: very powerful tool that can support 

you, but have a critical look at the output!
- Various similar technologies: Bard (Google), Alpaca 

(Stanford), Claude (Anthropic), …

62© 2023 - LT3, Ghent University 



- Integration in a multitude of dedicated applications

63https://the-decoder.com/chatgpt-apps-with-api-integration/

My AI in Snapchat:
- Only paying version
- Not possible to chat about 

controversial or explicit 
content

PRESENT & FUTURE

© 2023 - LT3, Ghent University 
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INTEGRATION IN SEARCH ENGINES: e.g. MICROSOFT BING

© 2023 - LT3, Ghent University 
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INTEGRATION IN TEXT EDITORS

Integratie in Google Docs: https://github.com/cesarhuret/docGPT
Ref: https://medium.com/geekculture/6-chatgpt-mind-blowing-extensions-to-use-it-
anywhere-db6638640ec7 © 2023 - LT3, Ghent University 

https://github.com/cesarhuret/docGPT
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INTEGRATION IN MICROSOFT POWERPOINT: COPILOT

© 2023 - LT3, Ghent University 
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APPS TO LEARN LANGUAGES: DUOLINGO

Ref: https://www.makeuseof.com/apps-integrate-use-gpt4/

© 2023 - LT3, Ghent University 
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CHALLENGES OF

GENERATIVE AI



BIAS AND PRODUCTION OF HATESPEECH
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DAN: “evil 
twinbrother of 
ChatGPT”

Bron: De Standaard: 
15/02/2023

Bron: De Standaard, 17/02/2023

Illustratie: Elena Lacey/The Washington 
Post

© 2023 - LT3, Ghent University 



FAKE NEWS
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Bron: De 
Standaard, 
25/03/2023

© 2023 - LT3, Ghent University 



AI CONTROLLED BY BIG TECH?
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̶ www: soon controlled by a small number of American big tech companies
̶ What with AI? (“with great power comes great responsibility”)

̶ Big tech companies used to share a lot of their AI technology, but 
recently they share/publish less details/code/data

̶ Companies like OpenAI choose which data gets used for training, but 
this information is not publicly available

̶ Open source alternative: HuggingFace (2016) & the (open source) 
BLOOM language model

̶=> Need for regulations and agreements how we can deploy (generative) 
AI technology in a responsible and ethical way > we do not want to leave 
this decision to commercial companies!

© 2023 - LT3, Ghent University 



OTHER QUESTIONS 
̶ How creative is generative AI? “There is a huge danger related to 

chatbots: they seem capable and creative, but they are not.” (Luc Steels)

72

Bron: 
https://www.theredhandfiles
.com/chat-gpt-what-do-you-
think/

© 2023 - LT3, Ghent University 



IMPLICATIONS FOR SOCIETY
̶ Social-economic impact:

̶ Con: there will be an (even) large(r) discrepancy between 
people with high/low(er) digital literacy levels 

̶ Pro: make services more accessible/inclusive (people can ask 
questions about complex topics in natural language)

̶ Legal "Far West": uncertainty about sources and code of 
language models, plagiarism?, …

73© 2023 - LT3, Ghent University 
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Story continues …

© 2023 - LT3, Ghent University 
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