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WHAT IS MACHINE LEARNING?
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Machine learning components

* Optimise (=learn)

* model parameters

» to minimise a loss function
» using example data

Machine

learning

D.A.T.A! Learning algorithm
(optimization)

—
—
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&-_

mathematical model (loss function)
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Types of machine learning

e Supervised learning:

+ Approximate functional relationship between
input (features) and desired output (labels)

+ Data contains examples of input and desired output

e Unsupervised learning:

+ Learn «what normally occurs»:
model the «structure» or probability density profile of data

+ Data contains examples of feature combinations (no labels)

e Reinforcement learning:

+ Learn strategy to maximize future «reward»:
desired output not known/enforced, reward has no closed-form
mathematical relation to model output

+ Data contains no desired outputs




GHENT
UNIVERSITY

Types of supervised ML: regression

Regression:
labels are continuous

Power (M)

sty SO
A Example (2 features):
~ ”model” is a surface in 3D

Temperature (°F) Hour
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Types of supervised ML: classification

a0

Classification:
labels are discrete (“classes”)

Example (2 features):
({3 » >
model” gives a surface for each class,
intersection boudaries between surfaces define classification boundaries
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Complex supervised ML: images

Image classification:

» Single label: classes are mutually exclusive,
label is one category from a set

» Multi-label: Image can belong to multiple
classes (label is a vector of 0’s and 1’s)

Object detection:
» Find all objects from each class

» Mixture of classification (which class) and
regression (bounding box)

Image segmentation:

« Find all pixels belonging to (objects of)
certain categories

« = classification of each pixel
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Unsupervised ML example: Gaussian mixtures U

i Cluster 2
Assumptions: uster

e Data contains k subgroups Cluster 1

e Each subgroup occurs
with a certain probability

e Features in each subgroup follow
joint Gaussian distribution

Cluster 3

> 0] € > 02ie 03 e
H [ i ’ ' .
H1 2 K3

Model training:
e Subgroup probabilities & Gaussian parameters that best fit the data

Properties:
e Model only uses the data (no labels)

e Generative model:
new “realistic” data can be generated by sampling from the model
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https://blogs.oracle.com/ai/ types-of-machine-learning-and-top- 10-algorithms-everyone-should-know °



Al vs machine learning (vs deep learning) awewr

ARTIFICIAL

INTELLIGENCE
Early artificial intelligence MACH'NE

stirs excitement | FARNING

Machine learning begins DEEP
to flourish

LEARNING

Deep learning breakthroughs
drive Al boom

1950's 1960’s 1970’s 1980’s 1990’s 2000’s 2010's
Al: Intelligence demonstrated by Not shown on the timeline:
machines rather than humans or animals. the Al winters!

ML: Giving computers the skills to learn

without explicit programming

DL: Is ar

Source: Usoft.com 10
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Why now?

e (Machine learning has been around for more than half a century!)

e But: powerful machine learning
needs LOTS of data and serious computing power!

AMDZ1
roatngpore  HIGN-Performance Computing Milestones (1960-2019)
operations
per second
| m
1x10"

THE BIG DATA EXPLOSION!

Big Data

2008: Cray XT5-HE Goes Live
2008: First Worki-class GPU-powered Supercomputer

SMS/MSS 2008: PetaFLOP Barrier Broken

Blogs

Web & Outside Data Sources
Social Media
EDI iy Chatter

Retailer POS  Web Logs' 2005: Millennium Run Simutiation
Analytical

X ; Video
Emerging Market Audio 2003: Human Genome M

-— — Syndicated Data Textual Content ~ 3-D Content > [E=1006: 4901 Eie Packls Coss Lvm
-— 5 Panel Data 1% 10 ‘
-_§ é -g = < ‘éwa‘o'isalg' gislribu(or Location Info 1993: CM-5/1024 Supercomputer
5 R e g m e B Reputation va
8 c |2 Promotion Results Management ‘
< s |Ouo R — Currency Conversion Schmatics 1x10° i
Transactional/ERP - her Trends /0 1976: Cray 1 Goes Live
Web Logs Geo-Spacial ! I
3¢ Pary Data Photo’s speech to
Demographics Text 1
Click Stream [ | \
. . 1960 1970 1980 1990 2000 2010 2020
Property of Relational Solutions, Inc. BY 3 Relational Solutions

©2010 Advanced Micro Davices, Inc. All rights reserved. AMD, the AMD Arrow I0go, combinations thereof,
are trademarks of Advanced Micro Devices, Inc. Al other trademarks are the property of their respective owners.
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What skills do you need?

Mathematics,

probability theory
& statistics

Machine
learning

Domain knowledge,
critical mindset
common sense,

creativity
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Efficient programming,
optimisation techniques,
data manipulation,
visualisation

Tools make ML
easier, but this

remains crucial for
good ML

12



THE ULTIMATE GOAL: GENERALISATION
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What is a good model?

What we know thus far ...

Train Use
Data model model

Loss

14



GHENT
UNIVERSITY

Comparing models, based on loss

Model 1 Model 2
30 30
20 20
5 10 5 10
= = =
(¥ - :}. -3 ¥ 3
[ = e c - o -
o S .t at v 0 o .
',3 0 * ‘.. — *3 0 ..‘: 0£§)
6 . .6 .. .
I o
o -10 a -10
-20 -20
-30 -30
10 20 30 40 50 10 20 30 40 50
Label Label
_ Train Use
Model 1 SSE = 26.67 Data model model Loss

Model 2 SSE = 9.83

Initial conclusion: model 2 is the better model?

15
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ML is more than just optimisation!
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The goal is GENERALISATION!!!

e Machine learning learns from examples:

+ A finite set of observations (the observed features)
and what the model should output for them
(the labels)

+ For each model we make, we can only measure how
well it performs on any example from this set

+ And from all possible models, we want to choose the
best

+ But ‘the best’ means a model that performs well for
data that we haven’t seen yet

+ And the problem with a finite set is ... that it’s finite

17
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How to evaluate generalization?

“The world” _ -

Are we \
close??
Trained model /

Based on Abu-Mostafa’s MOOC “Learning from Data”

18
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Let’s not trust our models ... and test them on new data!

= [ = Lol = L
\b-ﬂ Test

score

|deally: both scores should be similar!
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Comparing models - revisited
Model 1 Model 2
0 0
20 20
§ 10 - . | ..'o‘o 5 10 * e = . .
o ".' :. % = s ‘ - * ‘m . * o
5 o’ L : ‘.‘. : - = ‘ S . ~h. : s '.':' ‘ =
‘3 ’ o x e ' o ‘3 ’ ' aﬂ' N .
B ® - s . : g . .. o : 3
o =10 . a =10 .
-20 -20 ) ’ -
-30 - -30
10 20 30 40 50 10 20 30 40 50
Label Label
Model 1: Model 2:
train SSE = 26.67 ? Small sap! train SSE = 9.83 } Big gap!
test SSE = 43.12 gap: test SSE = 52.02 S gap:

Updated conclusion: model 1 is the better model!
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WHERE DOES THIS GAP COME FROM?
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Bobby’s Cookie experiment UNIVERSITY
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Data is never perfect:

« Some information may be missing from your features
* Your features may contain noise

* Your labels may contain noise

22



Simple and complex models -

Best fit to training data, for different model complexities

1t M=0 { 1}
o
t t
o R - o

-I_\Io good No good

0 1 0 1

These models are underfitting:

» they are not complex enough

» they can not approximate the training data

» they can not approximate the ground truth in any
decent way!
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Simple and complex models -

Best fit to training data, for different model complexities

Ir M=3 - 1t
t t
0f W 0 O-
(o]
! | 1| Perfect match
Pretty close? to training data
0 1 0 i 1

e Model on the right: overfitting!
e Good model: constrain the complexity by regularization!

e Tune complexity of (potentially) powerful models with
hyperparameters

24



Which hyperparameters to choose?? g
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In real life we don’t know the ground truth!

l | _1| Perfect match
Pretty close? to training data
0 i 0 1
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Choosing the best model

Tune hyperparameters to optimize test score

_——.

' — ~
s \
Train Use Train
Train data model model score l
\ /
- mmm) Test score —
1 . .
—©— Training
— O Tedt Choose the model that performs best

on unseen data

But now, your test data is “spoiled”:
test scores will likely be optimistic!
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Training, validation and testing

Stage 1 Tune hyperparameters to optimize validation score
: Train Use Train
Train data model model score
Val. data
Test data Use Validation
model score
Stage 2
Best hyperparameters
Train Use Train
T model model score

val. data

- \ - mmm) Test score
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Get more data if you can!! B

3 times the same model,
trained with different
amounts of data

Overfitting will decrease
if you get more data!

28
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Training, validation and testing

Train set:

e Must be large enough to avoid overfitting
Vel eai e Must be representative for data your model will

- be used on (features & labels)

e Must be representative for what you want your
model to do

Train data

Validation and test sets:
e Must fulfill same conditions as train set
e & Data in each set must be independent

e In order to give an accurate estimate of model
quality on unseen data

29



PROBLEMS WITH DATA
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Data issues

 Not enough data

+ to learn the desired relation

+ AND average out all irrelevant effects
e Incomplete information

+ E.g. Cookie example:
some information that determines the label is missing

e Data is inaccurate

+ €.g. measurement noise
+ e.g. mistakes in the labels

e Data bias
+ this part of the talk!

31
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Some innocent examples ...

daays-311329)a-Jo-wpa.up-sjau

-)DIN3U-0P/ZOE006 4 S 1 £ 4 /3S0d/WOd ssaup1amip//:da3y

Mostly green
+ whitish things

sheep??

A close up of a _lush green field
Tags: grass, field, standing, rainbow, man

w
N
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Some innocent examples ...

daays-311323)a-Jo-wpa.p-sjau

-)D.IN3U-0P/Z0E006 LS L/ | /350d /WO SSAUPILdMID//:dI3Y

Cloudy hills

Probably sheep
around

A herd of sheep grazigg on a lush green hillside
Tags: grazing,mountain, cattle, horse

w

3
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Some innocent examples ...

Mostly green Cloudy hills

+ whitish things

Probably sheep
. .around

sheep??

Most sheep in the data occur in “sheepy” landscapes
Model has learned connection between landscape and sheep

Overfitting on context in training data!
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Some innocent examples ...

Too many giraffes
in the data set!!

A close up of a hillside next to a rg hill
Tags: hillside, grazing, sheep, herd
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Some innocent examples ...

daays-2113238)a-Jo-wbaip-syau
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Decision based
on colours!

A group of orange flowers in a field
Image credit: Richard Leeming @RM Leeming - CC-BY Llicense
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Some innocent examples ...

Decision based on
context
(and giraffes again)
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NeuralTalk2: A flock of birds flying in the air

Microsoft Azure: A group of giraffe standing next to a tree
Image: Fred Dunn, https://www.flickr.com/photos/gratapictures - CC-BY-NC




Automated Inference on Criminality using Face Images T
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Xiaolin Wu Xi Zhang
Shanghai Jiao Tong University Shanghai Jiao Tong University
xwu510@gmail.com zhangxi_19930818@sjtu.edu.cn

)

Distinguish between criminals
and non-criminals, based on
images from government data
bases

(b) Three samples in non-criminal ID photo set S,

Model concluded that angle of mouth corners was crucial determining
factor!

arX1v:1611.04135v1 [cs.CV] 13 Nov 2016

Sounds stupid, but similar mistakes happen all the time!

38
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ImpaCt Of hiStorical bias UNIVERSITY

e o

o ——————

rm Suitable man ? Suitable woman
Rejected due to

° ®
'I‘ Unsuitable man ? Unsuitable woman - historical bias.

humanrights.gov.au/about/news/media-releases/infographic-historical-bias-ai-systems 3o



Image Representations Learned With Unsupervised ]
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Pre-Training Contain Human-like Biases UNIVERSITY
Ryan Steed Aylin Caliskan
ryansteed@cmu.edu aylin@gwu.edu
Carnegie Mellon University George Washington University
Pittsburgh, Pennsylvania, USA Washington, District of Columbia, USA
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Figure 1: Unilever using Al-powered job candidate assess-
ment tool HireVue [35].

“Historical bias”:
Models learn to mimic the patterns in the data
If these patterns are racist ot discriminatory, the model will pick them up

40



THE INTERPLAY BETWEEN
MODEL, TASK AND DATA
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Which model for my task?

» Variability in the data:
model needs to be able to
“average out” what is not
Data important
« Complex (nonlinear) relation:
model needs to be able to mimic

complex (highly nonlinear)
functions

 BUT:
More complex models

Task am) ) odel “overfit faster”
OR “need more data to avoid

overfitting”

Identify the least complex model that is capable of
solving the task

42
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Everything is connected!

* Think carefully about how to
set up your experiment

Data
* Try to make your task easier:
data cleaning, preprocessing,
possibly feature engineering
* Try to have a good baseline:
how far do | get with a simple
Task a=) \odel

model?

43
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Adapting your data to task and model ™"

Insight
Insight
® . Insight
Insight
Data Preprocessing Featire
splitting (make problem expansion

simpler)

] ]

Augmentation

44



GETTING STARTED
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The importance of a systematic approach

Many beginners do this:

- - e
~
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The importance of a systematic approach

Many beginners do this:

e
~
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The importance of a systematic approach

Many beginners do this:

- -
K‘J
_
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Summary: data, task and model

* Must contain enough information to solve the task
Data * Must be representative sample from “the world”

« Enough data to cover all kinds of variability

« Understand (difficulties in) your data!

 Define the task

Labels « Must be sufficiently accurate
« Extracted from original data:
Model ) : :
cleaning, transformations, compression
features

« Final remaining inputs to the model

 Mathematical transformation
« Transforms features into predictions
Model

* Must be sufficiently “powerful” to approximate labels
* Understand the models and hyperparameters you use!

49
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Scientific approach

What you SHOULD do after your first dissapointment is this:

Hypothesis: your explanation for observations (errors, gaps, ...)
Action plan: best way to improve

Analysis, Action blan c,:\::ngaet]gg:e Evaluate, keep
hypothesis P s or discard
aspect
If your hypothesis was Understand the models you
not correct: use and their properties
find an explanation Better results,
before moving on less frustration, Understand your data

less wasted time
Analyse your model errors:

visualise, understand what is
happening!

50



Where to Start 1F TensorFlow UNIVERSITY

1. Learn about the models
2. Learn about your data (and if necessary: first learn how to use
data analysis and visualisation libraries)
3. Easyly accessible ML libraries:
« sklearn: common “traditional” ML techniques,preprocessing,
data splitting, ...
« Tensorflow: specifically for neural networks and deep
learning

Home Installation Documentation -~  Examples

scikit-learn

Machine Learning in Python

.I‘ ML
A 2. L I,
My £ 20 3 ; ® " 2 3
(o g » g b (25
g e & e
Sod “ S -5 A
: : Y
. . A . y ol
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